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Introduction
American naticnal security is based on preparedness. By ensuring our armed forces’ ability to deal with any extant challenge,

we disincentivize threats to our interests and mitigate the effects of any attacks when perpetrated. To truly be prepared for the
diverse body of threats facing the U.S., from aggressive nation-states to terrorists groups, in cyber and kinetic domains, and
across land, sea, and air, weapons must be tested realistically in the environments in which they are to be used. This is the
purpose of operational test and evaluation (OT&E). It is essential to assuring the men and women we send into combat can
win.

In my tenure as the DOD’s Director of Operational Test and Evaluation, I have made it my top priority to ensure that
operational tests are adequate, particularly regarding the realism of the conditions under which the testing is conducted. In
doing this, 1 consider all Service-defined operational conditions, including the system operational envelope, the intended
mission(s), and the range of operationally realistic kinetic and cybersecurity threats. Conducting a rigorcus and operationally
realistic test capturing these key parameters is the only way to inform our forces what weapons systems actually can and

cannot do.

I have also prioritized the objectivity and scientific rigor of operational tests. By leveraging scientific methodologies
including Design of Experiments (DOE), survey design, and statistical analyses, DOT&E ensures defensible and

efficient tests are conducted providing the critical information decision makers and warfighters require. Rigorous,
scientifically-defensible analyses of the data ensure my reports tell the unvarnished truth. This introduction summarizes my
office’s continuing efforts to institutionalize these methods in the DOD test and evaluation (T&E) community.

Early stage testing can miss significant operationally relevant problems that are revealed during operational testing in realistic
environments. In FY15, as in previous years, OT&E discovered problems missed during development and in previous
testing. Finding and addressing these problems before production and deployment is critical, as the only other option is to
discover them in combat, when the issues would endanger warfighter lives. In addition, identifying and fixing these problems
once full-rate production is underway would be a far more expensive way to address deficiencies, as retrofits are rarely, if
ever, cheaper than fixing the problems before full-rate production. Further details on problem discovery during OT&E are
provided in a separate section (page 13). OT&E also highlights and exposes previously known problems, as many programs
unfortunately choose to progress to operational testing with operationally significant unresolved problems identified in prior

testing,

Also included in this introduction, I describe in more detail several focus areas of my office, including the following:

* My continued emphasis on the need to improve reliability of all weapon systems and my recent initiatives to include all
relevant information in operational reliability assessments.

* The recently released updated DOT&E Test and Evaluation Master Plan (TEMP) Guidebook, which provides new
guidance in my primary focus areas on what substance and level of detail, shouid be included in TEMPs.

* Recent improvements made in the area of cybersecurity and the need to continue to emphasize cybersecurity as a focus
area for all DOD systems.

* Other topics of interest.

RIGORQUS, DEFENSIBLE TESTING

In order to provide rigorous quantitative evaluations of combat performance, and to ensure that we fully utilize scarce test
resources, [ have advocated the use of scientific test design and statistical analysis techniques for several years. Since

2009, there have been substantial improvements in the use of these techniques within the Services, specifically at each of
the Service Operational Test Agencies (OTAs). This improved capability has provided the Department with scientifically
rigorous test results that identify what the systems the Services are acquiring can and cannot do in combat. These techniques
have helped ensure adequate operational testing; providing sufficient information to characterize combat performance across
the set of operational scenarios in which the Services themselves state the weapon systems will be used.
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Both DOT&E and the Undersecretary of Defense (Acquisition, Technology and Logistics) (USD(AT&LY)) updated

OSD policy and guidance to promote the use of scientific approaches to test planning; in particular, the DOD Instruction
5000.02 now calls for universal employment of scientific approaches T&E. Specifically, the new instruction emphasizes that
the test program should be designed to characterize combat mission capability across the operational environment using an
appropriately selected set of factors and conditions.

Warfighters need to know under what conditions the system is effective and when it is not. This characterization is a key
element of my guidance for OT&E. In OT&E, characterization ensures adequate information to determine how combat
mission capability changes across the operational envelope. Under this concept, testers examine performance as a function
of relevant operational conditions and threat types. This is in contrast to the historical approach where test results frequently
have been averaged across the operational envelope. For example, a metric such as detection range was averaged across

all conditions and compared to a single threshold requirement (or average historical performance). A simple average is not
the best way to evaluate performance because it fails to identify differences in performance across the operational envelope,
and consequently, it is not informative to the warfighter. Average performance across all conditions masks variances in
performance across the operational envelope. An extreme example of this I have seen blended a 100 percent rating in one set
of parameters with a 0 percent rating in another, saying the system was 50 percent effective across conditions. This statement
is meaningless, and the conditions under which the system under test is ineffective need to be known by the users and
developers of the system so that fixes or workarounds can be developed.

1 have advocated for the use of scientific methods, including DOE, to ensure that this characterization is conducted as
efficiently as possible. The methods that I advocate not only provide a rigorous and defensible coverage of the operational
space, they also allow us to quantify the trade-space between the amount of testing and the precision needed to answer
complex questions about system performance. They allow us to know, before conducting the test, which analyses we will
be able to conduct with the data and therefore, what questions about system performance we will be able to answer. Finally,
these methods equip decision makers with the analytical tools to decide how much testing is enough in the context of
uncertainty and cost constraints.

The Deputy Assistant Secretary of Defense Developmental Test and Evaloation (DASD(DT&E)) has advocated the use

of these methods through his Scientific Test and Analysis Techniques (STAT) T&E Center of Excellence (COE), which
employs qualified statistics experts to aid acquisition program managers in applying advanced statistical techniques in
developmental testing. The STAT T&E COE helps program managers plan and execute more efficient and effective tests
beginning with early developmental testing. Initially 20 Acquisition Category I programs were partnered with the COE. To
date, 36 programs have had dedicated COE support for development of test strategies, mentoring, or training. The COE is
envisioned to eventually be funded by the Services’ in order to expand in size and also provide support to program managers
in smaller acquisition programs. I encourage all program offices to ensure that they have access to such a knowledge source.

As a community, we should always strive to improve our test methods. While I have seen improvements in several areas,
continued improvement is possible. Important future focus areas include: statistical analytic techniques to examine test
results, improving surveys in testing, validation of models and simulations, and using all the appropriate information to
maximize the information available to decision makers and operators.

Statistical Analytic Techniques

It is not sufficient to employ statistical methods only in the test design process; corresponding analysis methods should

be employed in the evaluation of system performance, otherwise we risk missing important conclusions. Using statistical
analysis methods instead of conventional approaches to data analysis, we have been able to learn more from tests without
necessarily increasing their size and cost. In all of my reports, my staff uses rigorous statistical analysis methods to provide
more information from operational tests than ever before. In the past few years, my staff has used these analysis techniques
to identify areas of performance shortfalls. For example, in the operational test and of the Multi-Spectral Targeting System,
which is intended to enable helicopters to target small-fast boats and employ HELLFIRE missiles, a logistic regression

of the test results revealed a significant interaction between two factors that resulted in performance falling well below

the required value in one of the scenarios, suggesting the need for a potential system algorithm improvement. In another
example, the operational testing of the AN/TPQ-53 Counterfire radar, showed how performance degraded as a function of
range and projectile elevation. This analysis was especially useful because in this case testers did not control all factors
likely to affect performance in order to maintain operational realism. Regression techniques enabled DOT&E to determine
causes of performance degradations across multiple operating modes, even with highly unbalanced data. Finally, we are
using statistical analysis techniques to show statistically significant improvements between incrementally improved versions
of systems. In the operational testing of the Acoustic Rapid Commercial Off-the-Shelf Insertion (A-RCI) sonar system an
in-lab portion of testing was added to the traditional at-sea testing to evaluate operator detection capabilities across a range of
environments and targets. Statistical analysis techniques (coupled with a robust experimental design) showed a statistically
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significant improvement in the software build over the legacy build and aliowed us to definitively claim that the improvement
was universal across all operating conditions. It is important to note that if DOT&E had not pushed for these more rigorous

analyses, all of these results would have been missed.

Rigorous methods should also be used for suitability analyses. In the past year, I have put a larger emphasis on the rigorous
analysis of survey and reliability data. One notable example of this is the reliability assessment conducted for the Littoral
Combat Ship (LCS). The LCS reliability requirement as stated would have been nearly impossible to test, requiring a core
mission reliability of 0.80 for a 720-hour mission. Instead, my office focused on critical sub-systems that contributed to the
core mission. Using Bayesian methodologies and series system models we were able to assess the core mission reliability
defensibly, providing reasonable interval estimates of the reliability even in cases where the critical sub-systems had different
usage rates and zero failures. This type of analysis also lays the groundwork for how different sources of information
discussed below can be used to evaluate system reliability and performance.

Unfortunately, the implementation of rigorous statistical techniques is still far from widespread across all DOD T&E
communities. Overall, statistical analysis methods such as logistic regression and analysis of variance, which supported the
above discoveries, are underused. Until they are routinely employed in the analysis of T&E data, the OT&E community will
miss opportunities to identify important performance results and truly understand system capability. Furthermore, we are not
currently leveraging these methods in a sequential fashion to improve knowledge as we move from developmental testing

to operational testing. Knowledge about the most important factors from developmental testing will improve our ability to
clearly define an adequate operational test that avoids the unnecessary expenditure of resources.

Survey Design and Analysis
In 2015, 1 issued additional guidance on the design and use of surveys in OT&E. Surveys provide valuable quantitative and

qualitative information about the opinions of operators and maintainers as they employ and maintain weapon systems in an
operationally realistic test environment. An objective measurement of these opinions is an essential element of my evaluation
of operational effectiveness and suitability. However, T have noted that many of the surveys used in OT&E are of such poor
quality they can actually hinder my ability to objectively evaluate the system. My office has worked closely with the Service
OTAs to improve the quality of surveys used in operational testing.

Custom surveys, established surveys (e.g., NASA workload questionnaire), interviews, and focus groups all have important
roles in OT&E. For example, focus groups are often essential venues to elicit operator opinions; however, focus groups
should not be the sole source of operator opinion data. Focus groups can be affected by group dynamics and therefore should
be used to obtain diagnostic information rather than quantitative information. To maximize the usefulness of focus groups,
the test team should examine the survey responses immediately after administering them to look for trends. These initial
results can then be used to help guide the focus group questioning which should occur after the written surveys but as soon as

possible to ensure impressions are still fresh in the user’s minds.

All of the OTAs are currently working on improving their own guidance on the use of surveys in OT&E. Once the scientific
best practices I have advocated for are incorporated, I expect future evaluations to include better quality and usable survey

results.

Validation of Modeling and Simulations
Modeling and simulation (M&$) can and often does provide complementary information that is useful in my evaluations

of operational effectiveness, suitability, and survivability. For example, there are cases in which not all of the important
aspects of weapon system effectiveness or system survivability can be evaluated in an operationally realistic environment
due to safety, cost, or other constraints. In these cases, M&S provides valuable information to my assessment. However,
for M&S to be useful it must be rigorously validated to ensure that the simulations adequately represent the real-world
performance under the conditions of its intended use (at 2 specific level of accuracy). A model that is validated under one set
of operational conditions may not be valid under other sets of operational conditions.

Since my assessment of operational effectiveness includes the characterization of combat mission capability across the
operational envelope, validation methods must ensure that M&S is valid across that operational envelope. We need to
explore new scientific methods for validation that allow me to characterize where the M&S provides useful information to
my assessments and where models do not represent the real-world conditions to a high enough level of accuracy. Historical
methods of rolling up accuracy of the M&S across a variety of conditions do not provide this level of fidelity and must be
improved upon using state-of-the-art scientific methods.

In my recent review of TEMPs that propose M&S as a key aspect of operational testing, I reviewed the selection of M&S
points and the validation methods with the same scrutiny as the proposed live operational test points in order to ensure
adequacy.
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Using All Information in Operational Evaluations

Operational testing occurs under realistic combat conditions, including operational scenarios typical of a system’s
employment in combat, realistic threat forces, and employment of the systems under test by typical users rather than by
hand-picked or contractor crews. History has shown us that emphasizing operational realism is essential in identifving
critical system performance problems, many of which are only discoverable in an operationally realistic environment,
However, operational testing is limited in that it typicaily spans a short period of time compared to the rest of the testing
continuum. In many cases, it is beneficial to consider other test data in an operational evaluation, In doing so, we must
account for the fact that these additional data were collected under less operationally realistic conditions.

In cases where other test data, especially that from operationally realistic developmental testing, operational assessments,
and M&S, provide additional information we should use state-of-the-art analysis methods to include that information in our
analyses. However, it is also essential that we avoid biasing the operationally realistic results in such analyses. Thoughtful
application of statistical models, especially Bayesian models, has proven useful in this regard.

v

IMPROVING SYSTEM RELIABILITY

Many defense systems continue to demonstrate poor reliability in operational testing. As shown in Figure 1, only 9 of

24 (38 percent) systems that had an Initial Operational Test and Evaluation (IOT&E) or Follow-on Operational Test and
Evaluation (FOT&E) in FY 15 met their reliability requirements. The remaining 15 systems either failed to meet their
requirements (29 percent), met their requirements on some (but not all) platforms on which they were integrated (8 percent),
or could not be assessed because of limited test data or the absence of a reliability requirement. In four instances where the
system failed to meet its reliability requirement or did not have a reliability requirement, DOT&E assessed that the reliability
demonstrated in testing was sufficient to support operational missions resulting in 13 of 24 (54 percent) programs being
assessed as operationally retiable.

Various policies have been established to & 14 o oo G- @ Assessment of Whether System Met

improve reliability performance, Most g T 12 1 Reliability Requirement(s)

recently, the January 2015 update to the @ 2 ODOT&E Assessment of Mission Reliability
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programs have increasingly complied with these
policies, but this has not yet translated to improved reliability performance. Common reasons why programs fail reliability
requirements include lack of a design for reliability effort during the design phase; unrealistic requirements that are too large
relative to comparable systems; lack of contractual and systems engineering support; insufficient developmental test time

to identify and correct failure modes; absence of, or disagreement on, reliability scoring procedures; or failure to correct
significant reliability problems discovered in developmental testing prior to operational testing.

Despite these shortfalls, there is some evidence that programs with a reliability Key Performance Parameter (KPP) are more
likely to meet their reliability requirements. A 2014 National Academy of Sciences report commissioned by myseif and

Mr. Frank Kendall (USD(AT&L) recommended programs develop a reliability KPP and ensure that all proposals explicitly
designate funds for reliability improvement activities. * To follow-up on this recommendation, my office reviewed the
requirements documents for programs that conducted an operational test in 2014. Of the 34 programs that had an IOT&E or
FOT&E in FY 14 and had a reliability requirement in their Capability Development Document (CDD), 8 had a reliability KPP
and 26 did not. Seven of the eight programs (88 percent) with reliability KPPs achieved their reliability requirements while

1. National Academy of Sciences, Reliability Growth: Enhancing Defense System Reliability, 2014.
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only 11 of the 26 (42 percent) programs without reliability KPPs achieved their requirement. This initial result provides
limited evidence that requiring reliability KPPs may be a good policy change for ensuring programs take the need for reliable
systems seriously.

In the same annual review on reliability, my office noted that over a quarter (27 percent) of programs had operational test
lengths that were shorter in duration than their reliability requirement. As part of my ongoing effort to ensure that testing

is done as efficiently as possible, 1 have continually encouraged programs to intelligently use information from all phases
of test, particularly when assessing reliability. Similar to the assessment of other system capabilities, it is important to
understand the risks to both the government and the contractor when determining the appropriate length of a test. Overly
simple rules of thumb such as testing for duration equal to three times the reliability requirement often lead to inconclusive
assessments. In other cases, system reliability requirements can be so high that a test adequate for assessing effectiveness
would only permit a limited assessment of reliability. This situation, in particular, benefits from the intelligent incorporation
of developmental and early operational test data in the final reliability assessments. It is crucial to note that this does not
mean simply adding developmental test data to operational test data. A rigorous statistical approach that accounts for the

differences in test environments is necessary.

When a program intends to use developmental test data to support an operational assessment, it is crucial to involve the
operational test community early in the data scoring process. Scoring conferences, used extensively by both the Air Force
and the Army, provide a forum for stakeholders to discuss reliability, and I recommend that all programs use them. Evenif
a program does not intend to use developmental test data to supplement the operational assessment, including operational
testers in scoring conferences for developmental tests provides the Program Office a better understanding of how issues
observed in developmental testing are likely to effect the system’s reliability assessment in subsequent operational testing.
This helps program offices identify priority corrective actions. 1have updated my guidance on reliability test planning in
the recently updated DOT&E TEMP Guidebook to address my desire to incorporate all relevant information into operational

reliability assessments.

TEMP GUIDEBOOK 3.0

Throughout my tenure, I have always strived to provide clear guidance on my expectations. This year my office updated

the DOT&E TEMP Guidebook to complement the January 2015 version of DOD Instruction 5000.02. While the updates
also included formatting updates, strict or inmediate adherence to the new TEMP format is not required as my evaluation

of TEMP adequacy is based on the TEMP's content, not the format. The TEMP Guidebook 3.0 follows the updated DOD
5000.02 TEMP organization; there are bold blue font callouts with links to DOT&E guidance and examples. The callouts
have been placed throughout TEMP Guidebook 3.0 at locations where DOT&E and other applicable policies apply. The
combination of guidance and examples is intended to highlight areas of emphasis to me, and provide clear examples how my
guidance should be interpreted.

There are several key content areas that my office revised in this third iteration of the TEMP Guidebook based on lessons
learned over the past several years. The primary areas where substantive updates were made were the creation of an
operational evaluation framework, methods for combining information from multiple phases of testing, reliability test
planning, and cybersecurity.

1 have also expanded my guidance on the use of developmental test data for operational test evaluation. In the current fiscal
climate, it is important we test enough to provide the warfighter with valuable information on system capability without
testing too much. 1 have taken every opportunity to use all information available to me to ensure we provide valuable
information as efficiently as possible. The Integrated Testing section and the Bayesian guidance section capture best practices
for leveraging all available information while still ensuring operational assessments reflect performance in the operational
environment.

There is a new section on reliability test planning, which is distinctly different from the reliability growth section. This new
section provides clear guidance on my expectations for planning reliability tests as well as what information I expect to be in
a reliability growth program.

Additionally, TEMP Guidebook 3.0 contains expanded guidance and examples for implementation of the DOT&E
memorandum, “Procedures for Operational Test and Evaluation of Cybersecurity in Acquisition Programs” dated

August 1, 2014. These examples are based on lessons learned from cybersecurity test successes and challenges in the past
year of implementing the 2014 DOT&E cybersecurity procedures memorandum.
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CYBERSECURITY

DOT&E observed improvements in several cybersecurity areas within the DOD this past year; however, operational
missions and systems remain vulnerable to cyber-attack. Observed improvements during training exercises include
enhanced protection of network elements, greater challenges for cyber opposing forces attempting to access networks, and
growing awareness by DOD leadership that cyber-attacks can degrade key systems and critical missions. In some networks,
vulnerabilities routinely available elsewhere were mitigated by timely upgrades and software patches. Operational tests of
isolated systems experienced much less success in preventing and detecting cyber intrusions highlighting the importance of
cyber defense-in-depth. A layered approach to stop primary attack vectors, such as phishing, proved effective at defending
some networks. Application whitelisting, where network defenders allow only “known good” applications to operate on a
network, also hindered the cyber opposing force from expanding its foothold in the network. However, these improvements
were insufficient to ensure that networks and systems can continue to support DOD missions in the presence of a cyber
adversary.

In FY15 operational tests and exercise assessments, cyber opposing forces frequently attained a position to deliver cyber
effects that could degrade operational missions, often significantly. Unfortunately, exercise and test control authorities
seldom permitted aggressive cyber-attacks to affect systems and networks, or aliowed non-cyber forces to exploit
compromised information in their operations. These restrictions limit insights on both the scope and duration of associated
mission effects and preclude the opportunity for training in representative cyber-contested conditions. Acquisition programs,
Combatant Commands, Services, and cyber defenders need realistic operational tests and training events that include
cyber-attacks and mission effects representative of those expected from advanced capability cyber adversaries.

The demand on DOD-certified Red Teams, which are the core of the cyber opposing forces teams, has more than doubled

in the past three years. In the same timeframe, the Cyber Mission Force and private sector have hired away members of

Red Teams, resulting in staffing shortfalls during a time with increasing demand. To reduce administrative overhead and
increase the realism in portraying cyber threats, DOT&E worked with U.S. Pacific Command, U.S. Northern Command,

U.S. Strategic Command, and U.S. Cyber Command to establish permissions for continuous Red Team operations on selected
DOD networks and systems. DOT&E also helped Red Teams access advanced cyber capabilities so that they can better
emulate advanced capability cyber threats. However, these efforts alone will not offset the Red Team staffing and capability
shortfalls, which the DOD must address to retain the ability to assess DOD systems and train Service members against
realistic cyber threats.

vi

ADDITIONAL TOPICS OF INTEREST

In this section, I provide details on specific test resources and test venues that have had significant action on my part this year.
For more details on the Multi-Stage Supersonic Target (MSST), self-defense test ship (SDTS), Radar Signal Emitters (RSE),
Warrior Injury Assessment Manikin (WIAMan), and Fifth-Generation Aerial Target (SGAT), see the Resources section of this
Annual Report (page 397).

DOTA&E Staffing

The FY0OR National Defense Authorization Act (NDAA)
expressed concern about the adequacy of DOT&E staffing
and directed a manpower study be conducted. As a result of
that study, the Secretary of Defense authorized 22 additional
government billets for DOT&E, increasing civilian
authorizations from 54 to 76. Subsequently, in FY 10, the
DOD evaluated contractor support Department-wide and

DOTA&E Civilian and Contractor Personnel

authorized in-sourcing of inherently government functions .

while directing a reduction in the levels of contractor 40

support for headquarters organizations. As a result, DOT&E 20

in-sourced 17 inherently government positions and reduced o

contractor support by a total of 47 (from 72 in 2008 to 25 in 2010 2012 2014 2016 2018 2020
2015 and beyond). Multiple OSD efficiency reviews further Fiscal Year

reduced DOT&E civilian authorizations from 93 to 67 by FIGURE 2, DOT&E CIVILIAN AND CONTRACTOR STAFF PROJECTION

FY20. BETWEEN 2010 - 2020

Between 2010 and 2020, DOT&E civilian and contractor personnel will shrink by 42 percent, and DOT&E anticipates further
reductions in budgets and/or manpower authorizations, It is noteworthy that DOT&E, unlike other headquarters staffs, did
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not receive any additional manpower or funding to support the missions of Operation Iraqi Freedom (OIF) and Operation
Enduring Freedom (OEF). Because headquarters staff reductions Department-wide are intended to reduce those staffs
that grew larger to support OEF and OIF, the impact to DOT&E staffing is especially significant. To preserve its Title 10
responsibilities, it is likely that DOT&E will have to terminate some non-core, non-Title 10 activities.

Multi-Stage Supersonic Target {MS5T)
The Navy’s MSST program was intended to provide a threat representative surrogate for a specific class of Anti-Ship Cruise

Missiles (ASCMs). Unfortunately, the MSST program, originally intended to cost $297 Million, ballooned to $962 Million
and was nearly five years behind schedule. Moreover, recent analysis by the Navy’s intelligence community indicated the
target, if completed, would likely have been a poor surrogate for the threats it was intended to emulate. For these reasons, the
Navy directed that the program be terminated.

I agree with the Navy’s decision to terminate the MSST program. I also strongly recommended to the Navy that it not pursue
a segmented, highly artificial test approach as a substitute for the MSST that the Navy estimated would have cost more than
$700 Million to implement. The artificialities of the alternative proposed by the Navy would have hopelessly confounded the
interpretation of any results obtained from its use, making it unwise, unwarranted, and a waste of resources. Nevertheless,
without a threat representative surrogate for the threats the MSST was intended to emulate, I will not be able to assess the
ability of Navy surface combatants to defend against such threats.

Aegis Self-Defense Test Ship (SDTS)
The Navy’s Aegis cruisers and destroyers are charged with defending our Carrier Strike and Amphibious Ready Groups

against ASCM attacks. Without such a defense, the self-defense systems on our carriers and amphibious ships may be
overwhelmed. It is thus critical that our Aegis ships be able to defend themselves against ASCM attacks so they can survive
and complete their air-defense missions. These facts are reflected in the self-defense requirements for all new ship classes
and combat system elements to include the Navy’s new flight of DDG 51 destroyers (DDG 51 Flight I1I), the Air and Missile
Defense Radar (AMDR) that is to be installed on DDG 51 Flight I11, the upgraded Aegis Weapon System planned for DDG 51
Flight 111, and the Block 2 upgrade to the Evolved SeaSparrow Missile (ESSM Block 2).

Operationally realistic testing of DDG 51 Flight IIl, AMDR, the Aegis Weapons System, and ESSM Block 2 requires
demonstrating the ship’s combat system’s ability to defeat raids of ASCMs including a particularly menacing and proliferating
set of threats--supersonic ASCMs flying directly at the ship (stream raids). Navy sea-range safety restrictions do not permit
ASCM surrogates to be flown directly at crewed ships; even with a cross-range aim-point, the surrogate threats cannot fly
within the ranges necessary to test the ship’s self-defense combat system. Amphibious ship classes and aircraft carriers have
used a crewless SDTS in combination with live firings and M&S to evaluate their self-defense systems. However, the Aegis
combat system has never been installed on a test ship. For nearly three years, my office has engaged the Navy regarding the
need for an AMDR- and Aegis-equipped SDTS. In doing so, my office has detailed numerous problems found on other Navy
surface combatants only as a direct result of testing on a SDTS, Without those tests, critical failure modes would not have
been found and could not have been corrected.

In 2015, OSD Cost Analysis Performance Assessment (CAPE) studied various options for acquiring an Aegis- and

AMDR -equipped SDTS. The CAPE study, which was based on Navy cost data, showed that an appropriately-equipped
SDTS could be acquired for $320 Million. DOT&E has raised this issue to the Secretary and Deputy Secretary for resolution
in the FY 17 program and budget review. Meanwhile, DOT&E continues to work with the Navy to develop an integrated test
plan for live firings using crewed ships, the SDTS (if available), and M&S.

Radar Signal Emitters (RSE)
In order to improve realism of electronic warfare threats at open air ranges, DOT&E is collaborating with the Test Resource

Management Center (TRMC) and Army Threat Systems Management Office (TSMO), to procure a fleet of mobile,
programmable radar signal emulators (RSEs) designed to replicate a wide variety of modern, ground-based threat air defense
radars. These test assets are essential for creating operationally realistic, multi-layered air defense scenarios for open-air
testing of many new systems that are required to operate in an Anti-Access Air Denial (A2AD) environment. These systems
include the Joint Strike Fighter (JSF), F-22, B-2, Long-Range Strike Bomber, and the Next Generation Jammer for the
EA-18G, as well as others. The first two RSEs are schedule to be delivered to the Nevada Test and Training Range (NTTR)
for testing and integration in FY16. A total of 16 systems are under contract and scheduled to be delivered and integrated at

Air Force and Navy open-air test ranges.

Now that the JSF Program Office has decided to discontinue the Lockheed Martin Verification Simulation, a high-fidelity
manned simulation that had been central to JSF’s operational test plans, the ability of open-air testing to replicate more
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realistic and stressing operational environments is paramount. Having the RSEs integrated on the test ranges and available
for the JSF IOT&E is essential.

Significant progress was made this year on the development, production, and planning for testing and range integration of
the first two RSEs. Each RSE is capable of high-fidelity emulation of the output power, signal parameters, and performance
of long-range surface-to-air missile radars, and is mounted on its own highway-certified and range-road-capable trailer with
integral cooling for all weather operability. Once delivered to NTTR, these systems will each be paired with a tow vehicle
that incorporates a generator for powering the RSE, communications equipment for connecting to range networks, and an
operator control cabin. The RSEs are rapidly reprogrammable and capable of emulating the signals of a wide variety of
radars found in modern air defense environments. They employ active electronically-steered array radar technology with
high-powered, high-efficiency transmit and receive modules.

With close cooperation of the Air Force NTTR range personnel, the integration and implementation of the RSEs for the JSF
IOT&E was defined. Several test events are currently being planned for initial check out. Operational testing of the RSEs is
expected to begin by the end of 2016.

Additionally, we are now working closely with the Navy range personnel (Point Mugu Sea Test Range) to implement
enhancements at that range necessary to incorporate the RSEs. The Navy will eventually take ownership of 5 RSEs and the
Air Force the other 11 for the purposes of operations and maintenance, However, the mobility of the systems is such that any
or all of the RSEs would be available for any test program that requires them, and they are readily transportable by air (C-17
or C-130) or over the road to a variety of test ranges.

Warrior Injury Assessment Manikin (WIAMan)

There have been over 23,000 casualties from underbody blast (UBB) events due to improvised explosive devices {(IEDs) in
the Iraq and Afghanistan conflicts; furthermore, the UBB threat has been an effective enemy tactic over the past decade and a
half, and it is likely to remain so. The need to protect our Service members from this threat in the future is clearly reflected in
the force protection requirements developed by the Services for their ongoing combat and tactical wheeled vehicle programs.
The Army has spent over $2 Billion to retrofit existing vehicles with UBB protection. New vehicles such as the Joint Light
Tactical Vehicle, the Amphibious Combat Vehicle, and the Mobile Protected Firepower Light Tank are being procured with
requirements to protect occupants against UBB threats. However, the Department remains without an adequate test device
and scientifically-defensible injury criteria to effectively evaluate the protection provided by our combat and tactical wheeled
vehicles.

The Department’s inability to assess injuries due to UBB events was made clear during the early (2007 - 2009) LFT&E

of the Mine-Resistant Ambush Protected (MRAP) vehicles, when the Army could not evaluate differences in the degree of
force protection provided to occupants by the different MRAP variants due to non-biofidelic instrumentation and poor injury
assessment capability. The DOT&E MRAP assessment, published in 2010, highlighted these test resource deficiencies.
Despite these shortcomings, the same ineffective instrumentation and injury criteria used in those tests remain in use today.
As part of a retrospective review of MRAP procurement and performance, the DOD directed a status review of UBB M&S
to determine if an enhanced UBB M&S capability could have identified the MRAP performance differences prior to the
publication of the DOT&E report. The review identified 10 major gaps in the Department’s capability to accurately model
the effects of UBB; the top three gaps were all associated with the shortcomings in test instrumentation and criteria to assess
human injury in the UBB environment. This study highlighted that the current T&E techniques used to address occupant
injuries in UBB LFT&E (using automotive crash test dummies and injury criteria designed and developed for forces and
accclerations in the horizontal plane to address frontal impact-induced injuries) are not appropriate to assess the effects of
the vertical forces and accelerations imparted from a combat UBB event. To address these gaps, 1 submitted an issue paper
in 2010 that ultimately provided $88 Million for five years of funding for an Army-led research and development program to
increase the Department’s understanding of the cause and nature of injuries incurred in UBB combat events, and to develop
appropriate instrumentation to assess such injuries in testing. This project is known as the Warrior Injury Assessment
Manikin, or WIAMan,

In 2013, the Army created a dedicated office (the WIAMan Engineering Office (WEO)) under the Army Research,
Development, and Engineering Command (RDECOM) to lead its execution of the program. However, in early 2015 the
office of the Assistant Secretary of the Army for Acquisition, Logistics, and Technology determined the WIAMan project
would become an Acquisition Category 11 program of record under the Program Executive Office for Simulation, Training,
and Instrumentation (PEOQ STRI). Army PEO STRI and RDECOM are developing a Test Capabilities Requirements
Document based on the previous five years of research by the WEQ, which I intend to approve upon its completion. Finally,
PEO STRI worked with the WEO to develop and validate a formal Program Office Estimate for full funding of the program.
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Unfortunately, the Army elected not to program any funding for the WIAMan project after its initial five years of funding
was to end in FY 16, despite knowing the project would not be completed by then. This delay was, in part, due to the

Army’s early mismanagement of the biomechanics testing, which necessitated restructuring the project in its third year. This
restructuring resulted in cost overruns and schedule delays that the Department has not accounted for in its allocation of
resources to WIAMan. The Assistant Secretary of Defense (Health Affairs) has committed Science and Technology funding
to the program post-Milestone B to ensure critical injury biomechanics research is completed, but this commitment has not
been matched by a similar commitment from the Army to program for the anthropomarphic test device (ATD) production and

procurement.

Some within the Army question whether the DOD still needs a combat-specific injury assessment capability for UBB test
events; however, it is entirely appropriate for the DOD, and in particular for the Army, to accord the same high priority

to testing and verifying the protection provided to Soldiers by their combat vehicles that the commercial automotive

industry accords to testing and verifying the protection provided to the U.S, public by their automobiles. For example, the
U.S. automotive industry has developed ATDs tailored to the multiple axes of impact that occur in civilian car crashes. This
includes, but is not limited to, ATDs to assess injuries from frontal impacts, rear impacts, and side impacts. There is no single
ATD that is acceptable for all automotive impact conditions, even for the relatively slow impacts of a car crash and none

of these automotive ATDs are acceptable for impact conditions observed in combat. The Army’s lack of a commitment to
completing this project required me to submit an issue paper this year for additional funding of $98 Million through FY21
that would enable the continuvation of development of defensible injury criteria, predictive modeling and simulations, and

two generations of prototype ATDs.

Fifth-Generation Aerial Target (5GAT)

DOT&E investigated the need for an aerial target to adequately represent the characteristics of Fifth Generation threat
aircraft in light of the emergence of threat aircraft like Russia’s PAK-FA and China’s J-20. The Fifth-Generation Target
study effort began in 2006 and examined the design and fabrication of a dedicated 5GAT that would be used in the evaluation
of U.S. weapon systems effectiveness. The study team, comprised of Air Force and Navy experts, retired Skunk Works
engineers, and industry, completed a preliminary design review for a government-owned design. DOT&E and the TRMC
have invested over $11 Million to mature the SGAT government-owned design. Further investment is required to complete
the prototype. DOT&E submitted an issue paper this year for $27 Million to complete final design, tooling, and prototyping
efforts. The prototyping effort will provide cost-informed, alternative design and manufacturing approaches for future air
vehicle acquisition programs. These data can also be used to assist with future weapon system development decisions, T&E
infrastructure planning/investment, and could support future analysis of alternative activities.

Network Integration Evaluation (NIE)

In FY15, the Army executed two Network Integration Evaluations (NIEs) at Fort Bliss, Texas, and White Sands Missile
Range, New Mexico. NIE 15.1 was conducted in October and November 2014, and NIE 15.2 was conducted in April and
May 2015. The purpose of the NIEs is to provide a venue for operational testing of Army acquisition programs, with a
particular focus on the integrated testing of tactical mission command netwerks. During NIE 15.1, the Army executed

an FOT&E for Warfighter Information Network — Tactical (WIN-T) Increment 2. During NIE 15.2, the Army conducted

an FOT&E for the Distributed Common Ground System — Army (DCGS-A) and a Limited User Test for the Mid-Tier
Networking Radio (MNVR). Individual articles on these programs are provided elsewhere in this Annnal Report. Beginning
in FY 16, the Army will devote one NIE a year to operational testing and another annual event to experimentation and

force development. The latter event is to be called an Army Warfighting Assessment; the first of these was conducted in
October 2015.

The Army Test and Evaluation Command’s Operational Test Command and the Brigade Modernization Command, continue
to develop realistic, well-designed operational scenarios for use during N1Es. The Army should continue to improve its
instrumentation and data collection procedures to support operational testing, including refining its method for the conduct of
interviews, focus groups, and surveys with the units employing the systems under test. The Army continues to improve threat
operations during NIEs, particularly with respect to threat information operations, such as electronic warfare and computer
network operations. NIEs should incorporate a large, challenging regular force threat that includes a sizeable armored force
and significant indirect fire capabilities.

Network components, both mission command systems and elements of the transport layer, remain excessively complex

to use. The current capability of an integrated network to enhance mission command is diminished due to pervasive task
complexity. It is challenging to achieve and maintain user proficiency. While networked communications at lower tactical
levels may create enhanced operational capability, the use of these networking waveforms brings negative attributes, which
need to be fully evaluated and understood. The challenge of integrating network components into tracked combat vehicles
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remains unresolved. Due to vehicle space and power constraints, the Army has yet to successfully integrate desired network
capabilities into Abrams tanks and Bradley infantry fighting vehicles. 1t is not clear how the desired tactical network will be
incorporated into heavy brigades. The WIN-T FOT&E conducted during NIE 15.1 revealed significant problems with the
integration of WIN-T into Stryker vehicles. Integration of the tactical network into an Infantry Brigade Combat Team has
not been evaluated at NIEs due to the lack of a light infantry unit assigned to the NIE test unit. Integration of the network
into the light forces will be challenging given the limited number of vehicles in the Infantry Brigade Combat Team. The
intended tactical network places a greater demand upon the available electromagnetic spectrum than has been the case with
non-networked communications. An integrated tactical network introduces new vulnerabilities to threat countermeasures,
such as threat computer network attacks, and the ability of a threat to covertly track friendly operations. The Army has

yet to integrate radios into its rotary-winged aircraft, which are capable of operating in the same network as ground forces

at the company level and below. Units remain overly dependent upon civilian Field Service Representatives to establish
and maintain the integrated network. This dependency corresponds directly to the excessive complexity of use of network
components.

Ballistic Missile Defense

The Ballistic Missile Defense System (BMDS) is a system of sensors and weapons that have not yet demonstrated an
integrated functionality for efficient and effective defense. Currently, the BMDS relies on man-in-the-loop processes to
integrate across the blue force instantiations for mission execution coordination within each Combatant Command because
the Command and Control, Battle Management, and Communications (C2ZBMC) element does not provide engagement
management capability to the BMDS. The Missile Defense Agency (MDA) should continue C2ZBMC development efforts to
provide an engagement management capability to the BMDS,

In its ongoing efforts to demonstrate BMD theater defense, the MDA conducted several system- and weapon-level flight
and ground tests in FY/CY15 using Aegis Ballistic Missile Defense (Aegis BMD), Terminal High-Altitude Area Defense
(THAAD), and Patriot. However, the MDA still needs to prioritize development and funding for a BMDS simulation-based
performance assessment capability including M&S validation, verification, and accreditation and the ability to produce
high-fidelity and statistically-significant BMDS-level performance assessments. Aegis BMD has demonstrated the capability
to intercept short- and medium-range ballistic missiles with Standard Missile-3 (SM-3} Block IB interceptors, but the
reliability of that interceptor needs to be improved. A key component of the MDA’s efforts to improve SM-3 Block IB
reliability is the redesign of that interceptor’s third-stage rocket motor aft nozzle system, which must be sufficiently

ground and flight tested to prove its efficacy. DOT&E recommends that a flight test of the THAAD system against an
intermediate-range target should occur as soon as possible. The first THAAD flight test against an intermediate-range
ballistic missile (the expected threat class for defense of Guam where THAAD is currently deployed) was scheduled for
2015, but was delayed because of problems with other BMDS test cvents.

At the BMD strategic defense level, the MDA did not conduct a Ground-based Midcourse Defense (GMD) interceptor
flight test in FY/CY15. To improve and demonstrate the capability of the GMD and the reliability and availability of

the operational Ground-Based Interceptors (GBIs), the MDA should continue diligently extending the principles and
recommendations contained in the Independent Expert Panel assessment report on the GBI fleet to all components of the
BMDS instantiation for Homeland Defense and should continue with their plans to retest the Capability Enhancement-1
Exo-atmospheric Kill Vehicle in 4QFY 17 to accomplish the test objectives from the failed Flight Test GBI-07 (FTG-07)
mission. In addition, DOT&E recommends that the MDA should also determine additional sensor capability requirements
for a robust Defense of Hawaii capability.

Combat Data

Combat operations over the past 14 years have resulted in a large number of rotary-wing aircraft hit by enemy fire resulting
in aircraft losses and personnel casualties (fatalities and injuries). In 2009, Congress directed the DOD to cenduct a study
on rotorcraft survivability with the specific intent of identifying key technologies that could help reduce rotary-wing losses
and fatalities. However, since non-hostile and non-combat mishaps accounted for more than 80 percent of the losses and
70 percent of the fatalities, conciusions from the 2009 study were concentrated towards preventing mishaps rather than
surviving direct combat engagements. Since then, DOT&E has continued to analyze combat damage to rotary-wing,
fixed-wing, and unmanned aircraft to provide insight on the threats (including small arms, Man-Portable Air Defense
Systems, and rocket-propelled grenades), aircraft components and systems, and operational conditions that led to the loss or
damage of aircraft and personnef casualties. Additionally, analyses of combat-damaged aitcraft have been compared to live
fire testing to determine if any changes need to be made in how live fire test programs are conducted.
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This year, analyses of combat data have been conducted for aircrew currently engaged in combat operations. Forward
deployed aircrews have found the data extremely valuable and have modified their tactics, techniques, and procedures based
on these data. Because combat data are perishable if not collected immediately, I made a recommendation to institutionalize
an Air Combat Damage Reporting (ACDR) process across the Department. Institutionalizing the ACDR will improve the
Department’s ability to understand and rapidly respond to changes in enemy tactics and weapons resulting in fewer losses
of personnel and aircraft through mitigation actions. The value of the data provided by ACDR is lessened due to a lack of
structured and enforced combat damage data collection in theater. Integrating ACDR into operational scenario planning and
subsequent manning to deploy combat damage assessment teams as an integrated element of the aviation fighting force will
fill the capability gap. It will enable the timely collection of perishable combat damage data to support the Department’s
rapid and long-term response to current and evolving threats.

Full Ship Shock Trial (FSST)
In combat, even momentary interruptions of critical systems can be catastrophic when those systems are crucial to defending

against incoming threats. This is why the Navy has historically required mission-essential systems to remain functional
before, during, and after shock. The Navy’s shock qualification specification states that a momentary malfunction is
acceptable only if it is automatically self-correcting and only if no consequent derangement, mal-operation, or compromise of
mission essential capability is caused by the momentary malfunction. The FSST will provide critical information regarding a
ship’s ability to survive and continue to conduct combat operations after absorbing hits from enemy weapons. Understanding
these vulnerabilities is essential. Discoveries made by conducting the FSST on the first-of-class ships will enable timely

modification of future ships of the class to assure their survivability.

At the direction of the Deputy Secretary of Defense, the Navy is planning to conduct an FSST on CVN 78 before her fifst
deployment—to do otherwise would have put CVN 78 at risk in combat operations. Historically, FSSTs for each ship class
have identified previously unknown mission-critical failures that the Navy had to address to ensure ships would be survivable
in combat. We can expect that CVN 78’s FSST results will have significant and substantial implications on future carriers in

the Gerald R. Ford class and any subsequent new class of carriers.

Shock trials are routinely conducted on first-of-class ships, recently including PGH 1, LCC 19, DD 963, CV 59, LHA 1,

FFG 7, DDG 993, LSD 41, MCM 1, LHD 1, and MHC 1. However, on occasion, various circumstances have caused some
shock trials not to be conducted on the first-of-class, with the primary reason being to ensure testing is conducted on the most
representative ship of the class. For example, FSSTs will not be conducted on the first-of-class L.CSs because numerous
significant design changes are being incorporated in later ships. Nonetheless, the preference is to perform the FSST on the
first-of-class, so as to identify and mitigate mission-critical failures as soon as possible.

Some have argued component-level testing and M&S are sufficient to identify and correct shock-related problems on
fully-integrated ships. However, the mission-critical failures occurring during every FSST, which are conducted at less than
the design-level of shock, discredit this theory. For CVN 78, the FSST is particularly important given the large number of
critical systems that have undemonstrated shock survivability. These systems include the Advanced Arresting Gear (AAG),
Electromagnetic Aircraft Launching System (EMALS), Dual Band Radar (DBR), the 13.8 kilovolt Electrical Generation
and Distribution Systems, the Advanced Weapons Elevator (AWE), a new reactor plant design, and a new island design and
location with a unique shock environment.

It is noteworthy that the conduct of an FSST on CVN 78 prior to her first deployment had been a part of the program of
record since 2004; therefore, the Navy has had ample time to plan for this event. Nonetheless, a number of claims have been
and are being made regarding the potential delay in CVN 78’s deployment caused by conducting the FSST prior to the ship’s
first deployment. These claims span months to years; however, only the former is consistent with the Navy’s conduct of the
FSST on CVN 71, USS Theodore Roosevelt. Commissioned in October 1986, CVN 71 was underway most of January and
February 1987 conducting crew and flight operations as part of shakedown. From March to July 1987, CVN 71 underwent
a post-shakedown availability. The month of August was used to prepare for the FSST, which was conducted during the
period spanning August 31, 1987, to September 21, 1987. Upon completing the FSST, CVN 71 returned to Norfolk Naval
Station for a two-week period to remove specialized trial equipment and to complete repairs to systems essential to flight
operations. After completing those mission-critical repairs, CVN 71 returned to sea to conduct fleet carrier qualifications.
From November 1987 to January 1988, the ship underwent a restricted availability to complete all post-FSST and other
repairs. CVN 71 was then underway for most of the remainder of 1988, conducting independent steaming exerciscs and
other activities, departing on its first deployment on December 30, 1988. The effect of conducting the FSST on CVN 71’s
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availability for operations following the shock trial was two weeks to conduct mission-critical repairs, and the total time
required to prepare for, conduct, and recover fully from the FSST was about five months, including the restricted availability.

Currently, FSSTs for LCS 5 and 6 are planned for 2016. The inevitable lessons we will learn from these tests will have
significant implications for LCS combat operations, as well as for the construction of the future frigate, which may be based
on one of the LCS designs.

Despite the benefits of expedited FSST, the Navy intends to delay FSST from DDG 1000 to DDG 1002—a decision that I do

not support. Conducting FSST on DDG 1000 is critical to finding and correcting failures in mission critical capabilities prior
to her first deployment. 1submitted an issue paper this year to restore the funding for this test.

Xii

I submit this report, as required by law, summarizing the operational and live fire test and evaluation activities of the
Department of Defense during Fiscal Year 2015,

J. Michael Gilmore
Director
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NAVY PROGRAMS (continued)

Surface Mine Countermeasures Unmanned Undersea Vehicle (also called
Knifefish UUV) (SMCM UUV)

Surveillance Towed Array Sonar System/Low Frequency Active
(SURTASS/LFA) including Compact LFA (CLFA)

Tactical Tomahawk upgrade (includes changes to planning and weapen
control system)

Torpedo Warning System {Previously included with Surface Ship Torpedo
Defense System) including all sensors and dedision tools

TRIDENT Il MISSILE - Sea Launched Ballistic Missile
UH-1Y
Unmanned Carrier Launched Airborne Surveillance and Strike System

Unmanned Influence Sweep Systemn {UISS) indude Unmanned Surface
Vessel (USV) and Unmanned Surface Sweep System (US3)

USMC MRAP-Cougar
VH-92 - Presidential Helicopter Fleet Replacement Program

AIR FORCE PROGRAMS

20 mm PGU-28/B Replacement Combat Round
Advanced Pilot Trainer
AEHF ~ Advanced Extremely High Frequency (AEHF) Satellite Program

AFNet Modernization capabilities (Bitlocker, Data at Rest {DaR), Situational
Awareness Modernization (SAMP))

AFNET Vuinerability Management (AFVIM) — Assured Compliance
Assessment Solution (ACAS)

AIM-120 Advanced Medium-Range Air-to-Air Missile
Air Force Distributed Cormmon Ground System (AF-DCGS)
Air Force Integrated Personnel and Pay Systemn (AF-PPS)

Air Force Organic Depot Maintenance, Repair and Overhaul Initiative
(MRQi)

Air Operations Center - Weapon System {AQC-WS) initiatives including
10.0and 10.1

Air Operations Center —Weapon System (AOC-WS) initiative 10.2
Airborne Signals Intelligence Payload (ASIP) Family of Sensors

Airborne Warning and Control System Biock 40/45 Computer and Display
Upgrade

B-2 Defensive Management System Modernization (DMS)

B-2 Extremely High Frequency SATCOM and Computer Increment 1
B-2 Extremely High Frequency SATCOM and Computer Increment 2
B61 Mod 12 Life Extension Program

Battle Control System - Fixed {BCS-F) 3.2

(-130J - HERCULES Cargo Aircraft Program

Cobra Judy Replacement Mission Planning Tool

Combat Rescue Helicopter {CRH)

Command and Control Air Operations Suite {C2AQS)/Command
and Control Information Services {C2IS) (Follow-on to Theater Battle
Management Core Systems)

ECSS - Expeditionary Combat Support System
Endave Control Node {(ECN}

EPS - Enhanced Polar System

F-15 Eagle Passive Active Warning Survivability System
F-22 - RAPTOR Advanced Tactical Fighter

F-35 - Lightning Il Joint Strike Fighter {JSF) Prograrn
FAB-T - Family of beyond Line-of-Sight Terminals

Full Scale Aerial Target

GBS - Global Broadcast Service

Geosynchronous Space Situational Awareness Program

GPS OCX - Giobal Positioning Satellite Next Generation Control Segment
GPSHIIA - Globai Positioning Satellite Il

Hard Target Munition

ldentification Friend or Foe Mark XIIA Mode 5 (all development and
integration programs)

Integrated Strategic Planning and Analysis Network {ISPAN} Increment 2
Integrated Strategic Planning and Analysis Network {(I5PAN) Increment 4
Joint Air-te-Surface Standoff Missile Extended Range

Joint Space Operations Center Mission System (JMS)

JSTARS Recapitalization

KC-46 - Tanker Replacement Program

Long Range Stand Off (LRSC) Weapon

Long Range Strike Bomber

Massive Ordnance Penetrator (MOP)

Military GP5 User Equipment (GPS MGUE)

Miniature Air Launched Decoy - Jammer (MALD-J)

MQ-9 REAPER - Unmanned Aircraft System

Multi-Platform Radar Technology Insertion Program

NAVSTAR Global Positioning System {GPS) {Includes Satellites, Control and
User Equipment)

OSPREY CV-22 - Joint Advanced Vertical Lift Aircraft

Presidential Aircraft Recapitalization

Presidential National Voice Conferencing

RQ-4B Block 30 - High Altitude Endurance Unmanned Aircraft System

RQ-4B Block 40 Global Hawk - High Altitude Long Endurance Unmanned
Aircraft System

SBIRS HIGH - Space-Based Infrared System Program, High Component
SBSS B10 Follow-on — Space-Based Space Surveillance Block 10 Follow-on
SF - Space Fence

SIPRNET Modernization

Smail Diameter Bomb, Increment Il

Three-Dimensional Expeditionary Long-Range Radar

Weather Satellite Follow-on (WSF)

Wide Area Surveiilance {(WAS) Program

Program Oversight 11
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NAVY PROGRAMS (continued)

DDG 1000 - ZUMWALT CLASS Destroyer — incfudes all supporting PARMs Littoral Combat Ship Variable Depth Sonar (LCS VDS)

and the lethality of the LRLAP and 30 mm ammunition Logistics Vehicle System Replacermnent
DDG 51 - ARLEIGH BURKE CLASS Guided Missile Destroyer — includes all LPD 17 - SAN ANTONIO CLASS — Amphibious Transport Dock
supporting PARMs Ship — includes all supporting PARMs and 30 mm lethality
DDG 51 Flight Il - ARLEIGH BURKE CILASS Guided Missile LSD 41/49 Replacement

Destroyer- includes all supporting PARMSs

Department of Navy Large Aircraft Infrared Countermeasures Program
Distributed Common Ground System — Navy (DCGS-N)

Distributed Comrmon Ground System — Marine Corps (DCGS-MC)

Marine Personnel Carrier

Medium Tactical Vehicle Replacement Program (USMC) (MTVR)
MH-60R Multi-Mission Helicopter Upgrade

MH-605 Multi-Mission Combat Support Helicopter

E-2D Advanced Hawkeye o .
. ) MK 54 torpedo/MK - 54 VLA/MK 54 Upgrades Including High Altitude
EA-18G - Airborne Electronic Attack ASW Weapon Capability (HAAWC)
Electro-Magnetic Aircraft Launching System MK-48 CBASS Torpedo including all upgrades
Enhanced Combat Helmet Mobile Landing Platform (MLP) Core Capability Set (CCS) Variant and MLP
Enterprise Air Surveillance Radar (EASR) (replacement for SP5-48 and Afloat Forward Staging Base (AFSB) Variant
SEESOasuSlancETadars) Mobile User Objective System (MUOS)
Evolved Sea Sparrow Missile (ESSM} MQ-4C Triton
Evolved Sea Sparrow Missile Block 2 MQ-8 Fire Scout Unmanned Aircraft System
F/A-18E/F — SUPER HORNET Naval Strike Fighter Multi-static Active Coherent (MAC) System CNO project 1758
Future Pay and Personnel Management Solution (FPPS) Naval Integrated Fire Control — Counter Air (NIFC-CA) From the Air
Global Combat Support System - Marine Corps (GCSS-MO) Naval integrated Fire Control - Counter Air (NIFC-CA) From the Sea
Ground/Air Task Oriented Radar {G/ATOR) Navy Enterprise Resource Pl'anning (ERP)
Identification Friend or Foe Mark XllA Mode 5 (all development and Next Generation Jammer
integration prograrns)
9 G Offensive Anti-Surface Warfare Increment 1
Infrared Search and Track System . .
. . Offensive Anti-Surface Warfare, Increment 2

Integrated Defensive Electronic Countermeasures i .

. ) OHIO Replacement Program (Sea-based Strategic Deterrence) - including
Joint and Allied Threat Awareness System all supporting PARM
Joint High Speed Vessel {JH5V) OSPREY MV-22 - Joint Advanced Vertical Lift Aircraft
JOINT MRAP - Joint Mine Resistant Ambush Protected Vehicles P-8A Poseidon Program

FOV - including SOCCM vehicles
Joint Precision Approach and Landing System

Remote Minehunting System (RMS)
Replacement Qiler

Joint Stand-Off Weapon C-1 variant (JSOW C-1) o o ) ) . .
Rolling Airframe Missile (RAM) including RAM Block 1A Helicopter Aircraft
KC-130) Surface (HAS) and RAM Biock 2 Programs
Landmg ship Reck hsplacement (| (R) RQ-21A Unmanned Aircraft System (UAS)
Large Displacement Unmanned Undersea Vehicle Ship Self Defense System (SSDS)
LCS Surfac_e \_Na!"fare Mission Package Increme.nt. 3 - Interim Surfa‘ce to Ship to Shore Connector
Surface Missile including Longbow Hellfire Missile (or other candidate ) o
missiles and their warheads) Small Surface Combatant (also called the Frigate modification to the
- L Littoral Combat Ship variants} including the Anti-Submarine and Surface
LHA G —flMERICA CLASS - Amphibious Assault Ship — includes all Warfare component systems
supporting PARMs .
L . . . SSN 774 VIRGINIA Class Submarine
LHA 8 Amphibious Assault Ship {America Class with well deck) .
i . SSN 784 VIRGINIA Class Block Il Submarine
Light Armored Vehicle L . -
) . . Standard Missile 2 (SM-2) including all mods
Light Weight Tow Torpedoe Countermeasure {part of LCS ASW Mission o
Module) Standard Missile-6 (SM-6)
Littoral Combat Ship (LCS) - includes all supporting PARMs, and 57 mm Submarine Torpedo Defense System (Sub TDS) including
lethality countermeasures and Next Generation Countermeasure Systemn (NGCM)

Surface Electronic Warfare Improvement Program (SEWIP) Block 2

Littoral Combat Ship Mission Modules including 30 mm
Surface Electronic Warfare Improvement Program (SEWIP) Block 3

Littoral Combat Ship Surface-to-Surface Missile (follow on to the interim
55M)

10 Program Oversight



ARMY PROGRAMS (continued)

Joint Assault Bridge

Joint Battle Command Platform (JBC-P)

Joint Future Theater Lift Concept (JFTLC)

Joint Land Attack Cruise Missile Defense Elevated Netted Sensor System
Joint Tactical Networks (JTN)

Logistics Modernization Program (LMP)

Long Range Precision Fires (LRPF)

M270A1 Multiple Launch Rocket Systerm (MLRS}

M829E4

Modernized Expanded Capacity Vehicle {(MECV) - Survivability Project
Modular Handgun System (MHS})

MQ-1C Unmanned Aircraft System Gray Eagle

Near Real Time Identity Operations

Nett Warrior

One System Remote Video Terminal

Paladin/FASSV integrated Management (PIM)

PATRIOT PAC-3 - Patriot Advanced Capability 3 (Missile only)
PATRIOT/MEADS - Patriot/Medium Extended Air Defense System
R(Q-11B Raven - Small Unmanned Aircraft System

RQ-7B SHADOW —Tactical Unmanned Aircraft System

Soldier Protection System

Spider XM7 Network Command Munition

STRYKER ECP - STRYKER Engineering Change Proposal

Stryker M1126 Infantry Carmier Vehicle including Double V-Hull variant
Stryker M1127 Reconnaissance Vehicle

Stryker M1128 Mohile Gun System

Stryker M1129 Mortar Carrier including the Double V-Hull variant
Stryker M1130 Commander’s Vehicle including the Double V-Hull Variant
Stryker M1131 Fire Support Vehide induding the Double Y-Hull Variant

Stryker M1132 Engineer Squad Vehicle Including the Double V-Hull
Variant

Stryker M1133 Medical Evacuation Vehicle Including the Double V-Hull
Variant

Stryker M1134 ATGM Vehicle Including the Double V-Hull Variant
Stryker M1135 NBC Reconnaissance Vehicle (NBCRV)

Tactical Mission Commaind

Tactical Radio System Manpack

Tactical Radio System Rifteman Radio

UH-60V Black HAWK

UH-72A Lakota Light Utility Helicopter

WIN-T INCREMENT 1 - Warfighter Information Network — Tactical
Increment 1

WIN-T INCREMENT 2 — Warfighter Information Network — Tactical
Increment 2

WIN-T INCREMENT 3 - Warfighter Information Network — Tactical
Increment 3

WIN-T INCREMENT 4 ~ Warfighter Information Network — Tactical
Increment 4

XM?1156 Precision Guidance Kit (PGK)

XM1158 7.72 mm Cartridge

XM25, Counter Defilade Target Engagement (COTE} System
XM395 Accelerated Precision Mortar Initiative (APMI}

NAVY PROGRAMS

Acoustic Rapid COTS Insertion for SONAR
Advanced Airborne Sensor

Advanced Extremely High Frequency Navy Multiband Terminal Satellite
Program (NMT)

AEGIS Modernization (Baseline Upgrades)

AGM-88E Advanced Anti-Radiation Guided Missile

AH-1Z

AIM-9X - Air-to-Air Missile Upgrade Block il

Air and Missile Defense Radar (AMDR)

Air Warfare Ship Self Defense Enterprise

Airborne Laser Mine Detection System (AN/AES-1} (ALMDS)
Airborme Mine Neutralization System (AN/ASW-235) (AMNS)
Airborme Resupply/Logistics for Seabasing

Amphibious Assault Vehicle Upgrade

Amphibious Combat Vehide (ACV)

AN/APR-39 Radar Warning Receiver

AN/AQS-20 Minehunting Sonar {all variants)
An/BLQ-10 Submarine Electronics Support Measures
AN/SQQ-89A(V) Integrated USW Combat Systems Suite

Assault Breaching System Coastal Battlefield Reconnaissance and Analysis
System Block |

Assault Breaching System Coastal Battlefield Reconnaissance and Analysis
System Block 1

CANES - Consolidated Aficat Networks and Enterprise Services
CH-53K - Heavy Lift Replacement Program

Close-In Weapon System (CIWS) including SEARAM

COBRA JUDY REPLACEMENT — Ship-based radar system
Common Aviation Command and Contro} System {CAC25}
Cooperative Engagement Capability (CEC)

Countermeasure Anti-Torpedo

CVN-78 - GERALD R. FORD CLASS Nudear Aircraft Carrier

Program Oversight 9
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DOD PROGRAMS (continued)

EProcurement

Global Combat Support System — Joint (GCS5-J)
Global Command & Control System - Joint {GCCS-J)
Joint Biological Tactical Detection System

Joint Chemical Agent Detector (JCAD)

Joint Command and Control Capabilities (JC2C) [Encompasses GCCS-FaS
{GCCS-J, GCCS-A, GCCS-M, TBMCS-FL, DCAPES, GCCS-AF, USMC JTCW,
USMCTCO]

Joint Information Environment

Joint Light Tactical Vehicle (JLTV)

Joint Warning and Reporting Network (JWARN])
Key Management Infrastructure (KMI) Increment 2
Mid-Tier Networking Vehicle Radio

milCloud
Modernized Intelligence Database (MIDB)
Modernized Intelligence Database (MIDB)

Multi-Functional Information Distribution System (includes integration
into USAF & USN aircraft)

Next Generation Chemical Detector

Next Generation Diagnostic System Increment 1 (NGDS Inc 1}
Public Key Infrastructure (PKJ) Increment 2

S0COM Dry Combat Submersible Medium (DCSM)

Teleport, Generation Iil

Theater Medical Information Program - Joint (TMIP-J} Block 2

ARMY PROGRAMS

3rd Generation Improved Forward Looking Infrared (3rd Gen FLIR)
ABRAMS TANK MODERNIZATION — Abrams Tank Modernization (M1E3)
AbramsTank Upgrade (M1A1 SA/M1A2 SEP)

Advanced Field Artillery Tactical Data System

Advanced Field Artillery Tactical Data System (AFATDS) Version 7
Advanced Multi-Purpose (AMP} 120 mm Tank Round

AH-64E Apache

Airborne and Maritime/Fixed Site Joint Tactical Radio System (AMF JTRS)
Small Airborne Link 16 Terminal (SALT)

Airborne and Maritime/Fixed Site Joint Tactical Radio Systern (AMF JTRS)
Small Airborne Networking Radio {SANR}

AMF Airborne & Maritime/Fixed Station

AN/PRC-117G Radio

AN/TPQ-53 Radar System (Q-53)

Armed Aerial Scout (previously named ARH Armed Recon Helicopter)
Armored Multipurpose Vehicle (AMPY)

Armored Truck — Heavy Dump Truck (HDT)

Armored Truck - Heavy Equipment Transporter (HET)

Armored Truck - Heavy Expanded Mobility Tactical Truck (HEMTT)
Armored Truck — M915A5 Line Hauler

Armored Truck - M939 General Purpose Truck

Armored Truck — Palletized Loading System (PLS)

Army Vertical Unmanned Aircraft System

Assured Precision, Navigation & Timing (Assured PNT}

Biometrics Enabling Capability (BEC) Increment 1

Biometrics Enabling Capability Increment 0

Black HAWK {(UH-60M) — Utility Helicopter Program

Bradley Engineering Change Proposal {(ECP) and Modernization

C-17 Increase Gross Weight (IGW) and reduced Formation Spacing
Requirements (FSR) with T-11 parachute

3 Program Oversight

CH-47F - Cargo Helicopter

Common Infrared Countermeasures (CIRCM)

Common Operating Environment

Common Remotely Operated Weapons System [ll

Department of Defense Automated Biometric Information System
Distributed Common Ground System - Army (DCGS-A)
EXCALIBUR - Family of Precision, 155 mm Projectiles

FBCB2 - Force XX| Battle Command Brigade and Below Program
FBCB2 - Joint Capability Release (FBCB2 - JCR)

Fixed-Wing Utility Aircraft

FMTV - Family of Medium Tactical Vehidles

Gator Landmine Replacement Program {GLRP)

General Fund Enterprise Business System (GFEBS)

Global Combat Support System ~ Army (GCSS-A)

Guided Multiple Launch Rocket System — Unitary (GMLRS Unitary)
Guided Multiple Launch Rocket System — Alternate Warhead (GMLRS AW)
HELLFIRE Romeo

High Mobility Multipurpose Wheeled Vehidie (HMMWV)

HIMARS - High Mobility Artillery Rocket System

Identification Friend or Foe Mark XliA Mode 5 (all development and
integration programs}

Improved Turbine Engine Program

Indirect Fire Protection Capability Increment 2 - Intercept

Integrated Air and Missile Defense (IAMD)

Integrated Personnel and Pay System — Army {Army IPPS) Increment 1
Integrated Personnel and Pay System — Army (IPPS-A) Increment 2
Interceptor Body Armor

Javelin Antitank Missile System - Medium

Joint Air-to-Ground Missile



Program Oversight

DOT&E is responsible for approving the adequacy of plans for + The program has a close relationship to or is a key component

operational test and evaluation and for reporting the operational of a major program.

test results for all Major Defense Acquisition Programs to the + The program is an existing system undergoing major
Secretary of Defense, USD(AT&L), Service Secretaries, and modification.

Congress. For DOT&E oversight purposes, Major Defense + The program was previously a SAR program and operational
Acquisition Programs were defined in the law to mean those testing is not yet complete.

programs meeting the criteria for reporting under Section 2430,
Title 10, United States Code (USC) (Se]ectefi Acquisition Reports programs, in accordance with 10 USC 139. DOD regulation uscs
(SARS)): The law (sec.139(a)(2)(B)) also stipulates that DQT&E the term “covered system” to include all categories of systems
may designate any ofher programs f91: the purpose of over.slght, or programs identified in 10 USC 2366 as requiring LFT&E. In
review, and reporting. With the addition of such “non-major addition, systems or programs that do not have acquisition points

programs, DOT&E was rfasponsible for oversight of atotal of 312 prenced in 10 USC 2366, but otherwise meet the statutory
acquisition programs during FY 15.

This office is also responsible for the oversight of LFT&E

criteria, are considered “covered systems” for the purpose of
Non-major programs are selected for DOT&E oversight after DOT&E oversight.

careful consideration of the relative importance of the individual
program. In determining non-SAR systems for oversight,
consideration is given to one or more of the following essential

A covered system, for the purpose of oversight for LFT&E,
has been determined by DOT&E to meet one or more of the
following criteria:

elements:
) ) » A major system, within the meaning of that term in 10 USC
+ Congress or OSD agencies have expressed a high-level of 2302(5), that is:
interest in the program. ’

- User-occupied and designed to provide some degree of
protection to the system or its occupants in combat
- A conventional munitions program or missile program
+ A conventional munitions program for which more than
1,000,000 rounds are planned to be acquired.
+ A modification to a covered system that is likely to affect
significantly the survivability or lethality of such a system.

+ Congress has directed that DOT&E assess or report on the
program as a condition for progress or production.

» The program requires joint or multi-Service testing (the law
(sec. 139(b}4)) requires DOT&E to coordinate “testing
conducted jointly by more than one military department or
defense agency™).

» The program exceeds or has the potential to exceed the dollar
threshold definition of a major program according to DOD DOT&E was responsible for the oversight of 122 LFT&E

5000.1, but does not appear on the current SAR list (e.g., acquisition programs during FY'15.
highly-classified systems}).

Programs Under DOT&E Oversight

Fiscal Year 2015
(As taken from the September 2015 DOT&E Oversight List)

DOD PROGRAMS

AC-130) Defense Enterprise Accounting and Management System — Increment 1

BMDS - Ballistic Missile Defense System Program (DEAMS-Inc. 1)

CHEM DEMIL-ACWA - Chemical Demilitarization Program - Assembled ~ Defense Medical Information Exchange (DMIX)

Chemical Weapons Alternatives Defense Readiness Reporting System - Strategic

CHEM DEMIL-CMA — Chemnical Demilitarization {Chem Demil) — Chemical Defense Security Assistance Management System (DSAMS) — Block 3
Materials Agency (Army Executing Agent) DoD Healthcare Management System Modernization (DHMSM)
Common Analytical Laboratory System EDS - Explosive Destruction System

Defense Agency Initiative (DAD Enterprise Business Accountability System — Defense

Program Oversight 7
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FY15 DOT&E ACTIVITY AND OVERSIGHT

PROGRAM DATE
Cybersecurity Reports
LS. Army Warfighter Exercise 2014-4 ! December 2014
U.5. Central Command Special Operations Command Central Headquarters {HQ) and Forward HQ ; February 2015
Integrated Electronic Health Record (iIEHR} Increment 1 April 2015
U.S. Air Forces Central Command 2015 May 2015
U.S. Special Operations Command-Pacific Tempest Wind 2014 May 2015
North American Aerospace Defense Command and U.S. Northern Command Vigilant Shield 2015 | July 2015
US. Pacific Fleet Valiant Shield 2014 ; July 2015
U.S. Africa Command Judicious Response 2015 August 2015
U.S. Southern Command Integrated Advance 2015 September 2015
Follow-on Operational Test and Evaluation Reports
RQ-7BV2 Shadow Tactical Unmanned Aircraft System December 2014
Global Combat Support System — Marine Corps {GCSS-MC) Increment 1 February 2015
integrated Personnel and Pay Systerm — Army {IPPS-A) Increment 1 ! March 2015
Initial Operational Test and Evaluation Reports
Global Command and Control System — Maritime {GCCS-M) Increment 2Version 4.1 Group Level 5‘ January 2015
QF-16 Full-Scale Aerial Target (FSAT) January 2015
Consolidated Afloat Network and Enterprise Services (CANES) Program, Unit Level Ship July 2015
Live Fire Test and Evaluation Reports
HELLFIRE Romeo Missile Variant (AGM-114R-9E) Novernber 2014
MaxocPro DASH with Independent Suspension System {I15S) and MaxxPro Survivability Upgrade {(M5U) April 2015
Littoral Combat Ship {LCS) 3 Total Ship Survivability Trial {TSS5T) August 2015
Joint Light Tactical Vehicle (JLTV) ! August 2015
Operational Assessment Reports
Key Management Infrastructure (KM} Spiral 2, Spin 1 November 2014
Common Aviation Command and Control System (CAC2S) Phase 2 February 2015
GBU-53/B Small Diameter Bomb, Increment 2 {SDB ) May 2015
Family of Advanced Beyond-Line-of-Sight Terminals {FAB-T) July 2015
Defense Medical Information Exchange (DMIX) Release 2 August 2015
Joint Light Tactical Vehicle (JLTV) : August 2015
Operational Test and Evaluation Reports
DOD Teleport Generation 3, Phases 1and 2 l Novemnber 2014
Global Command and Control System — Joint {GCCS-J) Global Release 4.3 Update 1 i December 2014
integrated Electronic Health Record (iIEHR) Increment 1 | February 2015

Activity

5
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PROGRAM DATE
Initial Operational Test and Evaluation Reports
Aegis Ballistic Missile Defense (BMD) 4.0 and Standard Missile-3 Block IB December 2014
Miniature Air-Launched Decoy with Jammer {(MALD-J) March 2015
Guided Muitiple Launch Rocket System - Alternative Warhead (GMLRS-AW) March 2015
Nett Warrior May 2015
DOD Automated Biometric Identification System (ABIS) Version 1.2 May 2015
RQ-21A Blackjack Small Tactical Unmanned Aircraft System (STUAS) June 2015
Mobile Landing Platform with Core Capability Set (MLP w/CCS) July 2015
Air Intercept Missile — 9X (AIM-9X) Block Il July 2015
Defense Enterprise Accounting and Management System (DEAMS) Increment 1 Release 3 August 2015
Early Fielding Reports
Air Intercept Missile - 9X (AIM-9X) Block I December 2014
Defense Enterprise Accounting and Management System (DEAMS} Increment 1 Release 3 March 2015
Massive Ordnance Penetrator (MOP) Enhanced Threat Reduction Phase 2 April 2015
Aegis Baseline 9A Cruiser July 2015
Virginia Class SSN Block Il September 2015
Follow-on Operational Test and Evaluation Reports
Handheld, Manpack, Small Form Fit (HMS} AN/PRC-155 Manpack Radio and Joint Enterprise Network Manager December 2015
(JENM)
Lot 4 AH-64E Apache Attack Helicopter December 2015
May 2015

Warfighter Information Network — Tactical {(WIN-T) Increment 2

Joint High Speed Vessel (JHSV)

September 2015

Live Fire Test and Evaluation Reports

Stryker Reactive Armor Tiles (SRAT) It November 2074
Cartridge 7.62 Ball M80A1 February 2015
HELLFIRE Romeo Final Lethality Report August 2015
Operational Test and Evaluation Reports
Joint Battle Command - Platform (JBC-P) January 2015
Advanced Extremely High Frequency (AEHF) May 2015
Operational Assessment Reports
F/A-18E/F Infrared Search and Track (IRST) Block | December 2014
Special Reports
Report on the Littoral Combat Ship (LCS) required by Section 123 of H.R. 3979, National Defense Authorization Act 3
(NDAA} April 2015
Ballistic Missile Defense Reports
March 2015

FY14 Assessment of the Ballistic Missile Defense System {includes Classified Appendices A, B, C, and D)

Activity




Littoral Combat Ship (LCS) 4 with Surface Warfare (SUW) Mission Package
Increment 2 DT/IT-B4 Phase 2 and DT/IT-C4 DMAP

Logistics Modernization Program (LMP) IOT&E Plan

M109 Family of Vehicles (FoV) Self Propelled Howitzer (SPH) 5A Ballistic
Test OTA Test Plan

Marine Corps H-1 Upgrades Program AH-1Z/UH-1Y FOT&E Test Plan
Marine MV-22B OTHIIK FOT&E Test Plan

MasPro Long Wheel Base (LWB) LUT in support of the Mine Resistant
Ambush Protected (MRAP) OTA Test Plan

Mid-Tier Networking Vehicular Radio (MNVR) LUT OTA Test Plan
Miniature Air Launched Decoy - Jammer {MALD-J) Test Plan

MQ-1C Gray Eagle Unmanned Aircraft System (UAS} Follow-on
Operational Test (FOT) and the One System Remote Video Terminal
(OSRVT) Increment li Initial Operational Test (IOT) OTA Test Plan

MQ-4C Triton Unmanned Aircraft Systerm {UAS) OA Test Plan, {1731-OT-B1)
Nett Warrior (NW) IOT&E (Phase 2) OTA Test Plan
Next Generation Jammer (NGJ) Early OA Test Plan

P-8A Increment 2, ECP-1 Multi-static Active Coherent (MAC) OT&E Test
Plan

P-8A Poseidon Muiti-Mission Maritime Aircraft (MMA} Verification of
Correction of Deficiencies (VCD) Test Plan

Pueblo Chemical Agent Destruction Pilot Plarit (PCAPP) Explosive
Destruction System (EDS} Test and Evaluation Plan

Remote Minehunting Systermn (RMS) integrated Testing DMAP

RQ-4 Global Hawk Block 40 IOT&E Test Plan

Surface Electronic Warfare Improvement Program (SEWIP) Biock 2 IOT&E
Cybersecurity Test Plan

Surveillance Towed Array Sonar System (SURTASS)/Compact Low
Frequency Active (CLFA) IOT&E Test Plan Addendum

Theater Medical Information Program - Joint (TMIP-J) increment 2 Release
3 Multi-Service OT&E Plan

Torpedo Warning System {TWS) and Countermeasure Anti-Torpedo
Torpedo (CAT) Quick Reaction Assessment (QRA) DMAP

TRIDENT Il (D5) Strategic Weapons Systemns Test and Evaluation Plan and
Strategy

LS. Africa Command Judicious Response 2015 Assessment Plan
U.S. Army Warfighter 2015-4 Assessment Plan and Addendum
U.S. European Command Austere Challenge 2015 Final Assessment Plan

U.S. Northern Command Vigilant Shield 2015 Cybersecurity and
Interoperability Final Assessment Plan

U.S. Pacific Command Pacific Sentry 2015-3 Assessment Plan
U.S. Southern Cornmand Integrated Advance 2015 Assessment Plan
U.S. Special Operations Command Tempest Wind 2015 Assessment Plan

USS. Transportation Command Turbo Challenge 2015 Final Assessment
Plan

Warfighter Information Network — Tactical (WIN-T) Increment 2 FOT&E 2
OTATest Plan

XM1156 Precision Guidance Kit (PGK) OTA Test Plan

LIVE FIRE TEST AND EVALUATION STRATEGIES/MANAGEMENT PLANS APPROVED

Combat Rescue Helicopter (CRH) LFT&E Strategy

Heavy Equipment Transporter {HET) Urban Survivability Kit (HUSK) LFT&E
Strategy

Javelin Spiral 2 Missile LFT&E Strategy
VH-92A Presidential Helicopter Replacement Program LFT&E Strategy

Activity 3



Theater Medical Information Program - Joint (TMIP-) Increment 2,
Release 3 TEMP

Warfighter Information Network — Tactical (WIN-T) Increment 3 TEMP

OPERATIONAL TEST PLANS APPROVED

Aegis Weapon System (AWS) Baseline 9C Integrated Testing on Integrated
Airand Missile Defense (IAMD) Destroyer DMAP

Air Forces Central Command (AFCENT) Information Assurance
Assessment Plan

Aegis Weapon System (AWS) Baseline 9A Air Defense Cruiser IOT&E Plan
AGM-154C-1 Joint Stand-off Weapon (JSOW) FOT&E Test Plan

AGM-88E Advanced Anti-Radiation Guided Missile (AARGM) FOT&E Test
Plan

Air Defense Cruiser Aegis Baseline 9A Cybersecurity IOT&E Test Plan

Air Foree Distributed Common Ground System (AF DCGS) Geospatial
Intelligence Baseline {GB} 4.X Upgrade Force Development Evaluation
(FDE) Plan

Air Force Distributed Common Ground Systemn (AF DCGS) System Release
3.0 Operational Utility Evaluation (QUE) Plan

Air Force Distributed Common Ground System (AF DCGS) System Release
3.0 Operational Utility Evaluation (OUE) Plan Deviation

Air Operations Center {AOC) Weapons System {(WS) Increment 10.1
Recurring Event 13 FDE Plan

Air Operations Center (AOC) Weapon System (WS) Increment 10.2 OA
Plan

Air Warfare/Ship Self Defense (AW/5SD) Enterprise (ETO5 Phase 2) Ship
Self Defense System (S5D5) Mk2 (OT-llH Phase 2) and Rolling Airframe
Missile (RAM) Block 2 (OT-C2 Phase 2) Combined Operational Test Plan

Air Warfare/Ship Self Defense {AW/SSD) Enterprise (ET06), Ship Self
Defense System {55D5) Mk 2 (OT-IIH) FOT&E and Rolling Airframe Missile
{RAM) Block 2 (OT-C3) IOT&E Combined Operational Test Plan

Amphibious Assault Ship Replacement (LHA (R} FLT 0) IOT&E Test Plan

AN/AAQ-24B(V)25 Department of the Navy Large Aircraft Infrared
Countermeasures Advanced Threat Waming Systern (DoN LAIRCM)
FOT&E Test Plan

AN/SQQ-89A(V)15 Surface Ship Undersea Warfare {USW) Combat System
Program IOT&E Test Plan, Change 2

AN/TPQ-53 Target Acquisition Radar System Initial Operational Test 2 (IOT
2) Operational Test Agency {OTA) Test Plan

Assembled Chemical Weapons Alternatives (ACWA) Pueblo Chemical
Agent-Destruction Pilot Plant (PCAPP) Test Concept Plan Revision 4 Test
and Evaluation Plan

Automated Biometric Identification System (ABIS) 1.2 IOT&E, Phase 2 Test
Plan

Ballistic Missile Defense System (BMDS) Flight Test, Operational-02
(FTO-02) Test Plan

Ballistic Missile Defense System (BMDS) Integrated Master Test Plan (IMTP)
v15.1

Battle Control System - Fixed (BCS-F) Increment 3 Release 3.2.3 FOE Plan

CNO Project Number 1610, CYN-78 Gerald R. Ford Class Nuclear Aircraft
Carrier OT-B4 QA Test Plan

oastal Battlefield Reconnaissance and Analysis (COBRA) OA Test Plan

2 Activity

Common Aviation Command and Control System (CAC2S) Data Fusion
Developmental Test Observation Plan

Common Aviation Command and Control Systern (CAC2S) use of DT-C2
Developmental Test and Evaluation Data for IOT&E

Consolidated Afloat Networks and Enterprise Services (CANES) FOT&E Test
Plan and Cybersecurity Plan

Cooperative Engagement Capability (CEC) Cybersecurity FOTRE Test Plan
Cooperative Engagement Capability (CEC) FOT&E OT-D1A Test Plan

CVN-75 (USS Truman) Command and Control Exercise (C2X) Assessment
Plan

Defense Agencies Initiative (DAI) Increment 2, Release 1 OA Plan

Defense Enterprise Accounting and Management System (DEAMS) IOT&E
Plan Deviation

Defense Medical information Exchange (DMIX) Release 2 OA Plan

Defense Readiness Reporting System - Strategic (DRRS-S) Version 4.6
IOT&E Plan

Department of Defense Teleport Generation 3, Phase 3 {(G3P3) OA Plan

Distributed Common Ground System — Army (DCGS-A) Increment 1,
Release 2 FOT&E Plan

Distributed Common Ground Systemn — Navy (DCGS-N) Increment 1, Block
2 FOT&E Test Plan with the Cybersecurity Annex

EA-18G FOT&E Test Plan

F/A-18e/F System Configuration Set H10 FOT&E Test Plan
F-22 Update 5 Operational Flight Program FDE Plan Approval
F-22A Increment 3.2A FOT&E Plan

Global Command and Control System ~ Joint (GCCS-J) Version 5 OT&E
Plan

Guided Multiple Launch Rocket System - Alternative Warhead
(GMLRS-AW) Implementing the Tactics, Techniques, and Procedures (TTP)
Demonstration Test Plan

Integrated Defensive Electronic Counter Measures (IDECM) Suite Block IV
FOT&E Test Pian Deviation

Joint Warning and Reporting Network (IWARN) Increment 1 FOT&E 3 Plan
KC-46A OA-2 Pian
KC-46A OA-2 Plan Deviation

Key Management Infrastructure (KM} Capability Increment 2 Spiral 2 Spin
1 Lirmited User Test (LUT) Plan

Light Armored Vehicle Anti-Tank Modernization {LAV-ATM) OA Test Plan

Littoral Combat Ship (LCS) 2 Surface Warfare (SUW) {DT-A6) Integrated
Testing DMAP

Littoral Combat Ship (LCS) 2 with Mine Countermeasure (MCM) Mission
Package Cybersecurity OT&E Test Plan

Littoral Combat Ship (LCS) 4 with Surface Warfare (SUW) Mission Package
Incrernent 2 IOT&E Plan
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FY15 Activity Summary

DOT&E activity for FY15 involved oversight of 312 programs,
including 27 Major Automated Information Systems. Oversight
activity begins with the early acquisition milestones, continues
through approval for full-rate production, and, in some instances,
during full production until removed from the DOT&E oversight
list.

Our review of test planning activities for FY15 included approval
of 35 Test and Evaluation Master Plans (TEMPs); 84 Operational
Test Plans; 4 Live Fire Test and Evaluation (LFT&E) Strategies
and Management Plans (not included in a TEMP); and
disapproval of the following 1 TEMP and 1 Test Plan:

= CVN 78 Class Program Number 1610, Revision C TEMP

« Littoral Combat Ship (LCS) 2 with Mine Countermeasure
(MCM) Mission Package (MP) Technical Evaluation
(TECHEVAL) Data Management and Analysis Plan (DMAP)

In FY15, DOT&E prepared for the Sccretary of Defense and
Congress: 9 IOT&E reports, 5 Early Fielding Reports, 4 FOT&E
reports, 3 LFT&E reports,  Operational Assessment (OA)
report, 2 OT&E reports, 1 special report, and the Ballistic Missile
Defense program’s FY 14 Annual Report. DOT&E also prepared

and submitted numerous reports to the Defense Acquisition
Board (DAB) principals for consideration in DAB deliberations.
Additional FY 15 DOT&E reports that did not go to Congress
included: 9 Cybersecurity reports, 3 FOT&E reports, 3 IOT&E
reports, 4 LFT&E reports, 6 OA reports, and 3 OT&E reports.

During FY 15, DOT&E met with Service operational test
agencies, program officials, private sector organizations, and
academia; monitored test activities; and provided information to
the DAB committees as well as the DAB principals, the Secretary
and Deputy Secretary of Defense, USD(AT&L), the Service
Secretaries, and Congress. Active on-site participation in, and
observation of, tests and test-related activities are a primary
source of information for DOT&E evaluations. In addition to
on-site participation and local travel within the National Capital
Region, approximately 790 trips supported the DOT&E mission.

Security considerations preciude identifying classified programs
in this report. The objective, however, is to ensure operational
effectiveness and suitability do not suffer due to extraordinary
security constraints imposed on those programs.

TEST AND EVALUATION MASTER PLANS / STRATEGIES APPROVED (*INCLUDES LIVE FIRE STRATEGY}

Abrams M1A2 System Enhancement Package Version 3 Engineering
Change Proposal 1a (SEPv3 ECP 1a) TEMP*

Multifunctional Information Distribution System (MIDS) Joint Tactical
Radio System (JTRS) with Concurrent Multinetting/Concurrent
Contention Receive (CMN/CCR) Capability on F/A-18 and EA-18G Aircraft
Annex K (Revision A) TEMP

Armored Multi-Purpose Vehicle (AMPV) TEMP Update, Change 1

Army Logistics Modernization Program (LMP} Increment 2 for the
Milestone C Decision TEMP

Bradley Family of Vehicles (BFoV} ECP Program TEMP*

Combat Rescue Helicopter (CRH) TEMP*

Common Analytical Laboratory System (CALS) TEMP

Common Aviation Command and Control System (CAC2S) TEMP
Common Infrared Countermeasure (CIRCM) Milestone B TEMP
Defense Healthcare Management Systems Modernization TEMP
Distributed Common Ground System — Army (DCGS-A) TEMP
Dry Combat Submersible (DCS) TEMP

Enhanced Polar System (EPS) TEMP, Version 3.0

F/A-18E/F and EA-18G TEMP

F-15 Eagfle Passive/Active Warning Survivability System (EPAWSS)
Milestone A TEMP

Family of Advanced Beyond Line of Sight —Terminal (FAB-T) TEMP
Infrared Search and Track {IRST) System ACAT ili TEMP, Revision A

Integrated Defensive Electronic Countermeasures (IDECM)
AN/ALQ-214 (V) Software Improvemnent Program TEMP

Integrated Personnel and Pay System — Army (IPP5-A} Increment 2
Milestone BTEMP, Version 1.2

Integrated Strategic Planning and Analysis Network (ISPAN), Increment 4

TEMP

Integrated XM25 Counter Defilade Target Engagement (CDTE) Weapon
System TEMP

Joint Airto-Ground Missile (JAGM) TEMP*

Joint Biological Tactical Detection Systern (JBTDS), ACAT lll, TEMP

Supporting Milestone B

Long Range Strike Bomber {LRS-B} TEMP

Miniature Air Launched Decoy - Jammer (MALD-J) FOT&E TEMP

Mobile Landing Platform (MLP) TEMP Revision 1.0%

Next Generatien Diagnostic System (NGDS) Increment 1 TEMP

Precision Guidance Kit {PGK) TEMP

Presidential Helicopter Replacement Program (VH-92A) Revision ATEMP*
Small Diameter Bomb Increment il (SDB 1Y) TEMP*

Space-Based Infrared System (SBIRS) Enterprise TEMP

Spider M7E1, Dispensing Set, Munition, Network Command, increment
1ATEMP

Stryker Family of Vehicles (FoV) ECP TEMP*

Activity 1
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» Joint Battle Command — Platform (JBC-F)

« Manpack Radio

» Mark XIIA Mode 5 Identification Friend or Foe (IFF)
« MK 54 Lightweight Torpedo

No fixes planned, or no fixes planned to be tested in the next two years

» AN/PRC-117G

- Distributed Common Ground System — Marine Corps (DCGS-MC)

» F-15E Radar Modernization Program (RMP)

+ RQ-21A Blackjack (formerly Small Tactical Unmanned Aerial System (STUAS))

In FY14, 1 also identified 23 systems that had significant issues in early testing that should be corrected before operational
testing. The following provides an update on the progress these systems made in implementing fixes to those problems.

Fixes verified in OT — No other problems observed

« Distributed Common Ground System — Army (DCGS-A)
» Key Management Infrastructure (KMI)

= Precision Guidance Kit (PGK)

Fixes verified in OT — New problems discovered
» AN/SQQ-89A(V)15 Integrated Undersea Warfare (USW) Combat System Suite

Fixes verified in OT — Known problems re-observed

» Ballistic Missile Defense System (BMDS)

» Infrared Search and Track (IRST)

» LHA 6 New Amphibious Assault Ship (formerly LHA(R))

= Littoral Combat Ship (LCS)

- Mobile Landing Platform (MLP) Core Capability Set (CCS) (Expeditionary Transfer Dock) and Afloat Forward Staging Base
(AFSB) (Expeditionary Mobile Base)

Fixes tested in OT — Both new problems discovered and known problems re-observed
= AC-130J Ghostrider

+ Air Force Distributed Common Ground System (AF DCGS)

+ Defense Enterprise Accounting and Management System (DEAMS)

+ Defense Medical Information Exchange (DMIX)

+ Warfighter Information Network — Tactical (WIN-T)

Fixes not planned to be tested in the next two years
» F-35 Joint Strike Fighter (ISF)

Fixes currently being tested or planned to be tested in the next two years

« MR29E4 Armor Piercing, Fin Stabilized, Discarding Sabot — Tracer (APFSDS-T)

» Public Key Infrastructure (PKI)

+ RQ-4B Global Hawk High-Altitude Long-Endurance Unmanned Aerial System (UAS)
= AGM-88E Advanced Anti-Radiation Guided Missile (AARGM)

+ MQ-4C Triton Unmanned Aircraft System

« MQ-9 Reaper Armed Unmanned Aircraft System (UAS)

« Patriot Advanced Capability-3 (PAC-3)

« Remote Minchunting System (RMS}

Problem Discovery Affecting OT&E 23
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delay fielding and result in significant additional costs for either re-designing the MGUE itself or the platforms on which the
MGUE is planned to be used.

* Messaging incompatibilities between current MGUE designs, existing platforms, and munitions may prevent some platforms
from employing GPS M-code as required.

MK 54. The MK 54 lightweight torpedo is the primary Anti-Submarine Warfare weapon used by U.S. surface ships,
fixed-wing aircraft, and helicopters. The MK 54 MOD 1 IOT&E is scheduled to begin in FY17.

* During FOT&E, the MK 54 MOD 0 demonstrated below threshold performance in many scenarios.

* Launch platforms are not always able to Jaunch the MK 54 torpedo in a manner that can support an effective attack,

* The MK 54 torpedo does not always interface properly with the fire control systems on its launch platforms.

* There are several other classified problems.

XM25 Counter Defilade Target Engagement System (CDTE). The XM25 CDTE fires 25 mm programmable high-

explosive airburst rounds to defeat defilade and point area targets out to 500 meters. A Limited User Test is scheduled to

begin in FY16.

* The Army conducted three Forward Operational Assessments of the XM25 CDTE with prototype weapons in 2011, 2012,
and 2013, each of which resuited in a weapon malfunction and minor injuries to the operators. The program conducted a
root cause investigation and made design changes to ensure the safety of the weapon. Developmental testing of the modified

design is ongoing.

PROGRESS UPDATES ON DISCOVERIES REPORTED IN THE FY14 ANNUAL REPORT

In my annual report last year, I identified 8 systems that discovered new problems, 10 systems that discovered new problems and
re-observed known problems, and 15 systems that re-observed known problems during operational testing in FY 14, The status
of these 33 programs is listed below.

All fixes implemented and verified in OT

* AIM-120D Advanced Medium-Range Air-to-Air Missile (AMRAAM)
* Joint Light Tactical Vehicle (JLTV)

* QF-16 Full-Scale Aerial Target (FSAT)

Some (or all) fixes implemented but new problems discovered or known problems re-observed in OT
* Aegis Ballistic Missile Defense (Aegis BMD)

* Air Force Distributed Commeon Ground System (AF DCGS)

* Air Operations Center — Weapon System (AOC-WS)

* AN/SQQ-89A(V)15 Integrated Undersea Warfare (USW) Combat System Suite

* Ballistic Missile Defense System (BMDS)

* CVN 78 Gerald R. Ford Class Nuclear Aircraft Carrier

* Defense Enterprise Accounting and Management System (DEAMS)

* Defense Medical Information Exchange (DMIX)

* F/A-18E/F Super Hornet and EA-18G Growler

* Infrared Search and Track (IRST)

» Joint High Speed Vessel (JHSV)

* Joint Warning and Reporting Network (JWARN)

* Littoral Combat Ship (LCS)

* Miniature Air-Launched Decoy (MALD) and MALD — Jammer (MALD-J)

* Multi-Static Active Coherent (MAC) System

= MV-22 Osprey

* P-8A Poseidon Multi-Mission Maritime Aircraft (MMA)

* Q-53 Counterfire Target Acquisition Radar System

* Surface Ship Torpedo Defense (SSTD) System: Torpedo Warning System (TWS) and Countermeasure Anti-Torpedo (CAT)
* Surveillance Towed Array Sensor System (SURTASS) and Compact Low Frequency Active (CLFA) Sonar

Some fixes (potentially) implemented; currently in OT or planning additional OT
* Battle Control System — Fixed (BCS-F)
* DOD Automated Biometric Identification System (ABIS)

22 Problem Discovery Affecting OT&E



Global Positioning System (GPS) Next Generation Operational Control Segment (OCX). GPS OCX will provide
command and control of the GPS satellite constellation and functions including monitoring and correction of position
and time signals from each satellite, use of modernized GPS signals, and features that support navigation warfare
requirements.

« The Air Force has stated that it needs to delay the start of OCX operations from 2018 to 2022 due to severe problems with
software development. The Air Force has also stated that delaying OCX until 2022 poses 2 significant risk of a gap in GPS
coverage starting in 2019 because the Air Force requires OCX to operate the GPS III satellites the Air Force is building to
sustain the GPS constellation.

+ To avoid a worldwide degradation in GPS-based military and civilian positioning, navigation, and timing, the Air Force
should prioritize acquisition of a GPS III ground station capability which can be operationally tested and employed prior to
the constellation sustainment need date in 2019.

+ GPS monitoring stations are inadequate for testing and operations of modernized GPS signals, which will prevent collection
of worldwide signal quality data and full evaluation of required navigation warfare capabilities during both developmental
and operational testing.

Mark XIIA Mode 5 Identification Friend or Foe (IFF). The Mark XIIA Mode SIFF is a cooperative identification

system that uses interrogators and transponders on host platforms to send, receive, and process friendly identification

information. The Mode 5 Joint Operational Test Approach (JOTA) 3 is scheduled to begin in FY17.

- The system does not meet the criteria for Lethal Interrogation performance. If uncorrected, this could result in fratricide
incidents during real world combat operations, especially in dense target environments.

. Identification information from some Mode 5-equipped command and control systems could not be directly passed into the
command and control system, limiting the ability of that system to develop an unambiguous picture of the dynamic ongoing
air battle.

Integrated Personnel and Pay System — Army (IPPS-A) Increment I1. IPPS-A is a human resource system that

will become the authoritative database for demographic information, deployment history, pay, and other personnel

information for the Army. The IPPS-A Increment II LUT is scheduled to begin in FY17.

« Personnel data in the Army and DOD systems that interface with IPPS-A need to be verified as correct in order for IPPS-A to
provide accurate reports

Joint Land Attack Cruise Missile Defense Elevated Netted Sensor System (JLENS). JLENS consists of separate
surveillance and fire control radar systems that are individually mounted on 74-meter tethered aerostat balloons that
operate at altitudes up to 10,000 feet above mean sea Jlevel. The JLENS Combatant Command Integration Assessment
(CCIA) is scheduled to begin in FY16.

« System-level reliability, both software and hardware, is not meeting the program’s goals for reliability growth.

« Electronic interference has limited the surveillance radar system to certain frequencies.

. The JLENS surveillance radar, as initially configured, had certain features incorporated into its software system intended to
deal with the very high target densities that exist. However, the design approach chosen to deal with this problem resulted in
certain target sets being exciuded by the software algorithms associated with the surveillance radar, This could result in some
high priority radar targets not being processed and tracked.

» Early testing has revealed problems related to the timely passing of unambiguous radar target track information from the
JLENS system into the North American Aerospace Defense Command.

- During preparations for the CCIA exercise, one of the aerostats suffered a tether failure and was badly damaged. The accident
is under investigation and corrective actions will determine the future direction of the CCIA.

Military GPS User Equipment (MGUE) Increment 1. MGUE consists of GPS receivers, capable of receiving and
processing the new military GPS code (M-code), for all DOD platforms except precision guided munitions, handheld
devices, and space vehicles. M-code is designed to provide a more secare and electronic warfare resistant signal. The
MGUE Operational Utility Evaluation is scheduled to begin in FY17.

« Developmental testing observed emerging power consumption, peak power draw, thermal output, and messaging problems in
very early platform integration efforts. These problems might make MGUE incompatible with many DOD platforms, driving
host platform and interface redesigns before those platforms can incorporate MGUE and employ M-code. Although MGUE
is expected to eventually integrate in nearly all platforms and munitions across the DOD portfolio, the current acquisition
strategy does not involve significant integration testing on many platforms until after completion of OT&E on the four lead
platforms in 2019. Without wider testing, there is a significant risk of late discovery of compatibility problems that could

Problem Discovery Affecting OT&E
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TABLE's, PROGRAMS NOT [N THIS ANNUAL REPORT WITH PROBLEWS THAT MAY ADVERSELY AFFECT UPCOMING OPERATIONAL TESTING

System Name Upcoming Test Effectiveness Suitability Survivability
AH-64E AH-64E Lot 6 FOT&E Il X
AN/BLQ-10 Submarine Electronic Support System Technical Insertion 14 {T1-14} FOT&E X X
SC:;zt;l (E;?:t‘)lzzeclltr:le:se:g?:ilcs;)ance and Analysis (COBRA) COBRA Block | IOT&E X
DOD Automated Biometric Identification System (ABIS) DOD ABIS 1.2 Adversarial Assessment X
GPS Next Generation Operational Control System (OCX) OCX Milestone C OA X X
Mark XIIA Mode 5 identification Friend or Foe (IFF) S g ;g::fgg’::;‘;"a' X
Integrated Personnel and Pay System — Army (IPPS-A) IPPS-A Increment Il Release 2.0 LUT X
Increment I (an operational assessment)
Joint Land Attack Cruise Missile Defense Elevated Netted | JLENS Combatant Command Integration Assessment X X
Sensor System {JLENS) (CCI1A)
Military GPS User Equipment {MGUE) Increment 1 MGUE QUE X
MK 54 Lightweight Torpedo MK 54 MOD 1 I0T&E X
XM25 Counter Defilade Target Engagement System XM25 LUT (an operational assessment)

FOT&E - Follow-on Operational Test and Evaluation
IOT&E -~ Initial Operational Test and Evaluation
LUT - Limited User Test

OA - Operational Assessment

QUE - Operational Utility Evaluation

AH-64E. The AH-64E is a four-bladed, twin-engine attack helicopter. The AH-64E Lot 6 FOT&E II is scheduled to begin

in late FY17.

Lot 4 AH-64E and its interfacing systems have potentially significant cybersecurity deficiencies. Further testing of the AH-64E
embedded systems is necessary to determine the significance of the deficiencies.

AN/BLQ-10. The BLQ-10 is an electronic support system that provides submarines the capability to detect, classify, and
localize communications and radar signals. The T1-14 FOT&E is scheduled to begin in FY16.

* Classified effectiveness problems

* TI-08 testing in FY 13 found that the Navy's training program and promotion system does not maintain operator proficiency on
the communications subsystem (of BLQ-10). Additionally, normal operations do not frequently involve the communications
subsystem, so operators do not have a chance to maintain their proficiency.

Coastal Battlefield Reconnaissance and Analysis (COBRA) Block 1. The COBRA Block 1 system is designed to detect and
localize surface minelines, minefields, and obstacles in the beach zone in support of a beach landing by offensive forces,
The COBRA Block I IOT&E is scheduled to begin in FY16.
* During dynamic conditions, such as roll or pitch maneuvers, the Integrated Gimbal (IG) was unable to maintain the correct
step-stare sequence. During flight operations, the IG must continually look at a single spot while several images are taken. In
addition, the IG must also adjust its look direction systematically to the next correct spot to optimize its imagery acquisition.
This process of adjusting the look angle of the IG is called the step-stare sequence. Failures in the system to maintain the
correct step-stare sequence can result in lack of imagery data for portions of the target area needed for Post Mission Analysis

(PMA).

DOD Automated Biometric Identification System (ABIS). DOD ABIS consists of information technology components
and biometric examiner experts that receive, process, and store biometrics from collection assets across the globe, match
new biometrics against previously stored assets, and update stored records with new biometries and contextual data to
positively identify and verify actual or potential adversaries. The DOD ABIS 1.2 Adversarial Assessment is scheduled to

begin in FY16.

* There are numerous (classified) deficiencies, as well as the network defenders' lack of knowledge of the network architecture,
that could prevent the system from being adequately defended.
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i Cybersecurity FOT&E
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i
System Name Upcoming Test Effectivenass | Suitability | Survivability
AC-130J Ghostrider (pg. 309) AC-130J Block 10 10T&E X X ! X
Acoustic Rapid Commercial Off-the-Sheif Insertion {A-RCI) for ! — . | ‘
AN/BQQ-10(V} Sonar {pg. 159) A-RCI Advanced Processing Build 2013 {APB-13; FOTEE ; X X 1
T 1
Aegis Modernization Program pg. 163} 'I Aegis Weapon Systern {AWS) 9C OT (DDG) ll X i
AGM-88E Advanced Anti-Radiiation Guided Missile (AARGM; (pg. 167} | AARGM Bloci 1 Upgrade FOTEE i | !
i - " o ) |
| i ¢ {GRY 1 !
Air Force Distributed Common Ground Systern {AF DCGS; {pg. 317) g;::e";“a' T verice (G ORI EaseflnEGE N IFDE * X | X I
l
Air Operatlons Center - Weapon System (AOC-WS) {pg. 321} ACC-WS 10.20A | X I l
1 I
. Combined MH-605 with ALMDS Block | and LCS Mine v | 1
i} 3 \] |
;\irbom_e Last‘er Mine Detection System ‘ALMDS; under LCS and MH-605} Countermeasures ‘MCM} mission package Increment 1 | X X !
{pg. 225,249} OTRE !
. I
Airborne Mine Neutralization Systern {AMNS; under LCS and MH-605) ; Combined MH-60S with AMNS Block | and LCS MCM i X X E
{pg. 225, 249) | mission package Increment 1 CT&E . ‘
v 1 T
AN/SQQ-BOA(V}15 Integrated Undersea Warfare (USW) Combal System ;i ey Advanced Capability Bulld (ACB] 11 IOTRE X '
Suite (pg, 171} | i |
T T T
Ballistic Missiie Defenise Systern {(BMDS) (pg. 357} Aagls BMD 5.0 Capability Upgrade {CU) OT i X i
CH-53K — Heavy Lift Replacement Program {pg. 173} CH-53K OT810A X 1
Counterrmeasure Anti-Torpedo {CAT; {under Surface Ship Torpedo i =
Defense (SSTD)} (pg. 303) Salvo Capabllity ORA | X X !
R - - ] I
g .+ Operational Utility Evaluation {OUE} of the CV-22 Tactical | : I
CV-22 Osprey (pg. 325) Software Suite 202.02/20.2.03 | : 1 : i X
i i | : |
Defense Enterptise Accounting and Management System {DEAMS} DEAMS Inc 1 FOTE ! % | X ! X
{pg. 327 | | :
. T
Defense Medical Information Exchange {DMIX) {pg. 27) | DMIX Release 3 IOTRE X | X
Department of the Navy Large Aircraft Infrared Countermeasures W DoN LAIRCM Advanced Threat Warning (ATW) QRA on x | X
{DoN LAIRCM) (pg. 197; MV-22
F-22A Advanced Tactical Fighter {pg. 331} F-22A Increment 3.28 I0T&E I !
F/A-1BE/F Super Hornet {py. 201} | System Configuration Set H12 and APG-79 upgrade OT !
Family of Advanced Beyond Line-of-Sight Terminals {FAB-T) (pg. 335) l FAB-T IOT&E X
Globai Comnmand and Control System - Joint [GCCS-Y] {pg. 83} GOCS-) 6.0 OTEE I X
Infrared Search and Track {IRST) {pg. 207) IRSTS Block |0A 2 ! X i i
T
Integrated Defensive Electronic Countermeasures (IDEC; {pg. 209} ; IDECM Software Improvement Program FOT&E l X | X ;
Joint Battle Command — Platform {BC-P) ipg. 123} ! IBC-P-Log FOTRE X | X | X
Key Management Infrastructure {I(Vif} Increment 2 {pg. 93) KMi Spiral 2 Spin 2 LUT {an operational assessment} X ! X |
Littoral Combat Ship {LCS} {pg. 225; Independence variant OT with the MCM mission package X ! X :
Mid-Tier Networking Vehicular Radio (MNVR} {pg. 135 MNVR IOT&E X 1
Mobile User Objective System (MUOS) {pg. 259) MUOS MOTBE 2 X X |
MQ-4C Triton Unmanned Aircraft System {UAS) {pg. 261) MQ-4C IOTRE i X :
} ‘
MQ-0 Reaper Armed UAS (pg. 345) MQ-0 Block 5 FOTZE i * X } X
Nett Warrior {pg. 143} Nett Warrior FOTBE X |
P-8A Poseidon Muiti-Mission Marltime Alrcrat (MMAL {pg. 269 el 2Engineering Change Proposal (ECF) 2 | X l
|
Patriot Advanced Capabiiity-3 (PAC-3) {pg. 147) Patriot Post-Deployrment Build-8 {PDB-8} I0T&E I X } X I X
. ) . LCS MCM mission package Increment 1 OYRE and ' ‘- l
. 4 |
Remote Minehunting System (RMS; also addressed in LCS) {pg. 273} umofficial concurrent RMS OA : X | X |
E i § |
I 3]
?:grf:%e; ;EIectronlc Warfare Imgprovement Prograrn {SEWP} Block 2 SEWIP Block 2 IOTAE Phase 2) ! X l X ]
hris i A
P . ; ; w ! | I
T:;p:;i;Wamlng Syster: fas part of Sirface Ship Torpedo Defense {SSTD;) ] Towed Active Acoustic Source GRA | i X l
SSN 784 Virginia Class Block lil Submarine {pg. 285) | Virginia Block i FOTBE ; X | X |
i T ”
ol iy d yoyr ¥ * 1
Warfighter Information Networking - Tactical (WIN-T; {eg. 155} | WINT increment 2 Network Maragement and | X . ; X
] h

=DE - Force Development Fyaluation
FOT&E - Follow-on Operational Test and Evaluation
IOTRE - Initlal Operational Test and Evaluation

LUT - Limited User Test

MOTEE - Multl-Service Cpeaticral Test and Evaluatior

OA - Cperaticral Assessment
C7 - Coeraticnal Test
OTBE - Cperaticnal Tast and Evaiuation

08A - Qulck Reaction Assessment
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I FY1S WITH DISCOVERY OF SIGMIFICANT PROBLEMS (CONTIWUED) I I

[ e LTS | ]
System Name Operational Test Effectiveness Suitability Survivability
;eg ';A;;nagement Infrastructure (KM Increment 2 KMI Spiral 2 Spin 1 LUT {an operational assessment) X
KMiI Increment 2 KMI Spiral ?Spln 1LUT Retest X
{an operational assessment)
KMl Increment 2 KMI Spiral 2 Spin 1 OA X
LHA 6 New Amphibious Assault Ship {formerly LHA{R)) LHA 6 IOTRE X X
{pg. 219)
. . Freedom Class LCS with Increment 2 Surface Warfare
Littoral Combat Ship {LCS) {Freedom Class) (pg. 225} (SUW) mission package OT X X X
LCS (independence Class) (pg. 225) Independence Class LCS with Increment 2 SUW mission X X X
package
MH-60R Muiti-Mission Helicopter {pg. 247) LAU-61G/A Digital Rocket Launcher QRA X
. . . B MNVR and Joint Enterprise Network Manager {JENM)
Mid-Tier Networking Vehicular Radio (MNVR) (pg. 135} LUIT (an operational assessment) X X
Miniature Air-Launched Decoy (MALD) and
MALD - Jammer (MALD-J) (pg. 343} MACEC|ERE X X
Mobile Landing Piatform (MLP) Core Capability Set (CCS)
(Expeditionary Transfer Dock) and Afloat Forward Staging | MLP CCS IOTRE X
Base {AFSB) (Expeditionary Mobile Base) (pg. 255)
MQ-1C Unmanned Aircraft System Gray Eagle (pg. 145) Gray Eagle FOTRE X
MV-22 Osprey (pg. 67) MV-22B OT-lIIK FOT&E X
P-8A Poseidon Multi-Mission Maritime Aircraft (MMA) P-8A Increment 2 Engineering Change Proposal (ECP) X
{pg. 269} 1FOT&E
Surface Electronic Warfare Improvement Program (SEWIP) SEWIP Block 2 IOT&E (Phase 1) X X
Block 2 (pg. 301)
Ship Seif-Defense System (SSDS) (pg. 287} SSDS FOT&E X
Surveillance Towed Array Sensor System (SURTASS} and
Compact Low Frequency Active (CLFA) Sonar {pg. 307} SRS y L
Torpedo Warning System {TWS)
{as part of Surface Ship Tarpedo Defense (SSTD)) (pg. 303) | >>T7 QRAaboard CVN 71 ]
SSN 784 Virginia Class Block I Submarine (pg. 295) Virginia Block lll Early Fielding Certification Event X X
:gl;rl;lg';jger Information Networking - Tactical (WIN-T) WIN-T Increment 2 FOTRE 2 X X X

DT - Developmental Test

FDE - Force Development Evaluation

FOT&E - Follow-on Operational Test and Evaluation
IOT&E - Initial Operational Test and Evaluation
LUT - Limited User Test

MOTEE — Multi-Service Operational Test and Evaluation

OA - Operational Assessment
OT - Cperational Test

OT&E - Operational Test and Evaluation

QRA — Quick Reaction Assessment

There are 108 operational tests scheduled to begin in the next two fiscal years, and I am aware of significant problems, that if not
corrected, may adversely affect my evaluation of the system's effectiveness, suitability, or survivability in 48 of these systems.
Table 3 lists the upcoming operational tests for systems discussed in this year's annual report (see individual system write-ups in
this report for details on the problems). Table 4 lists the upcoming operational tests for systems that do not have entries in this
year's report. For these systems, I provide a brief description of the problems below the table.
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T RSz OPCRATIONALTESTS MFY1S WITHIDISCOVERY,OF SIGNIFICANI PROSIEMS _J
System Name Operational Test Effectiveness Suitability Survivability
AC-130) Ghostrider (pg. 309) AC-130) Block 100A | X X X
Acoustic Rapid Commercial Off-the-Shelf insertion | A-RCI Advanced Processing Build 2011 (APB-11) Phase 2 i X X
{A-RCI) for AN/BQQ-10(V) Sonar (pg. 159) i FOT&E : [
{ Aegis Weapon System (AWS) 9A (Cruiser 1 l
Aegis Modernization Program {pg. 163} i (CG)/Cooperative Engagement Capability {CEC)/Navy i X X | X
| Integrated Fire Control - Counter Air {(NIFC-CA}DT/OT : |
Aegis Modernization Program | AWS 9A (CG) OT i X l |
Aegis Modemization Program | AWS 9C (Destroyer (DDG) OT : X : X '
AIM-9X Air-to-Alr Missile Upgrade (pg. 169) } AIM-9X Block Il IOT&E g ' X
Air Force Distributed Common Ground System I Geospatial Intelligence (GEOINT) Baseline {GB) 4.1 FDE E X i X
(AF DCGS) (pg. 317) | Phase 1 1 | |
- . - ! ! |
A e Center ~Weapon System (AOCWS) | 46w 1011 Recurring Event () 130T lox 1 x 1 X
. i i
Airborne Mine Neutralization System (AMNS; under LCS I MH-60S with AMNS Phase B OA and concurrent LCS X !L
and MH-605) {pg. 225, 249) | Mine Countermeasures (MCM) Mission Package (MP) DT i
i |
AN/SQQ-89A(V)15 integrated Undersea Warfare (USW) | N : ! |
Combat System Suite {pg. 171) | Advanced Capability Build (ACB) 11 Pre-IOT&E i | X
- . L= | ! I
Q-53 Counterfire Target Acquisition Radar System | Q-53 I0T&EQ) : X ‘
{pg. 151} : | | !
Ballistic Missile Defense System (BMDS) (pg. 357) | Aegis BMD 4.0 IOT&E l X ; |
Countermeasure Anti-Torpedo {CAT) (under Surface Ship ‘1 [
Torpedo Defense (SSTD}) {pg. 303) | SSTDQRA aboard CYN71 X X
T l Suite of Integrated Radio Frequency Countermeasures 1
CV-22 Osprey (pg. 325) Rlock 8 FDE E X
. A |
CVN 78 Gerald R, Ford Class Nuclear Aircraft Carrier CVN 78 OTB4 OA : X X
(pg. 183) |
Defense Agencies Initiative (DAl {pg. 25) DA! Increment 2 Release 1 OA i
I
Defense Enterprise Accounting and Management y
System (DEAMS) (pg. 327) DEAMS Release 3 IOT&E : X X X
Defense Medical Information Exchange (DMIX) {pg- 27) DMIX Release 2 OA | X X
Department of the Navy Large Aircraft Infrared ! Dol LAIRCM Advanced Threat Warning (ATW) FOT&E on | X X
Countermeasures (DoN LAIRCM) (pg. 197) | CH-53E | |
F-22A Advanced Tactical Fighter (pa. 331) | F-22A Increment 3.2A FOTRE % X ! | X
F/A-18E/F Super Hornet (pg. 201) i Super Hornet FOT&E | X X
T H
Family of Advanced Beyond Line-of-Sight Terminals | FABT OA-
(FAB-T) (pg. 335) ; FAB-T OA-1 X
. I |
Giobal Combat Support System — Marine Corps | :
(GCSS-MC) (pg. 203) ! GCS5-MC Release 1.1.1 FOT&E X X
— Joi N |
ggb;;)c"mma"d and Contral System - Joint (GECS-J) | <.y Global Release 4.3 Update 1 OT&E X
' ; |
. N | ¥
Guidied Muttiple Launch Rocket System — Alternate I » . |
Warhead (GMLRS-AW) M30E1 (pg. 113) | GMLRS-AW IOT&E ‘ B ' |
. | 1
H-1 Upgrades - LS. Marine Corps Upgrade to AH-1Z b _ :
Attack Helicopter and UH-1Y Utility Helicopter (pg. 205) | " Upgrades OTHIIC FOT&E | i | S
Infrared Search and Track (IRST) {pg. 207) LIRSTOA 1 X
. ; I
Integrated Defensive Electronic Countenmeasures |
(IDECM) {pg. 205} 1 IDECM Block 4 FOT&E ‘. X I‘. X
g _ P [ I !
Integrated Personnei and Pay System — Army {IPPS-A) : 1PPS-A Adversarial Assessment i X
{pg- 117} i
Joint High Speed Vessel {JHSV) ? |
{Expeditionary Fast Transport) {pg. 213} 1 JHSV FOTRE i & | & | J
JointWarning and Reporting Network {JWARN) {pg. 91} ! Navy FOT&E for IWARN Increment 1 | X L X | J
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System Name OT Name:
AlM-120 Advanced Medium-Range Air-to-Air Missile (AMRAAM) AMRAAM Basic Electronic Protection Improvermnent Program (EPIP)
(pg.315) oT
AMRAAM AMRAAM System Improvement Program (SIP-1) OT
Balfistic Missile Defense System {BMDS) (pg. 357} BMDS Flight Test-Operational (FTC)-02

Commen Aviation Command and Control System (CAC2S} (pg. 175) CAC2S Increment | CA
Consolidated Afloat Networks and Enterprise Services {CANES) (pg. 179) | CANES Force-Level FOT&E

CANES CANES Unit-Level IOT&E
Distributed Common Ground System — Army (DCGS-A} {pg. 107) DCGS-A Increment T Release 2 FOT&E
E-2D Advanced Hawkeye (AHE) {pg. 199) E-2D AHE FOT&E

EA-18G Growler (pg. 201) H10 Software Configuration Set FOT&E
Global Combat Support System - Army (GCSS-Army) (pg. 109) LSVT 2015

%ﬁ?ﬁﬁ%;ﬁg :ﬁclk:)t Systern — Alternate Warhead GMLRS-AW FOTRE

Integrated Personnel and Pay System — Army (IPPS-A) (pg. 117} IPPS-A Increment 1 FOTRE

Joint Light Tactical Vehicle (JLTV) (pg. 125) JLTV LUT {an operational assessment)
Light Armored Vehicle — Anti-Tank Modernization {(LAV-ATM) (pg. 223} LAV-ATM OA

KC-46A (pg. 337) KC-46A OA-2

Massive Ordnance Penetrator (MOF) (pg. 341) Enhanced Threat Reduction Phase 2 OA
Mine Resistant Ambush Protected Vehicles (MRAP) {pg. 137) Long Wheel Base (LWB) Ambulance LUT (an operational assessment)
::)e;\re:l;g,tﬁgal"la)ted Fire Controf — Counter Air (NIFC-CA) From the Sea {FTS) AWS 9A/CEC/ NIFC-CA FTS DT/OT

Nett Warrior {pg. 143) Nett Warrior IOT&E

One System Remote Video Terminal {OSRVT) (pg. 145) OSRVTIOT&E

Precision Guidance Kit (PGK) {(pg. 149} PGKIOT&E

QF-16 Full-Scale Aerial Target (FSAT) (pg. 349) QF-16 IO0T&E

Standard Missile-6 {SM-6) (pg. 299) SM-6 Block | FOT&E

DT - Developmental Test LUT - Limited User Test

FOT&E - Follow-on Operational Test and Evaluation OA - Operational Assessment

ICTRE - Initial Operational Test and Evaluation OT -Operational Test

LSVT- Lead Site Verification Test
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New problems discovered in operational testing tended to cluster into several categories. New suitability problems were typically
caused by low reliability once placed in an operational environment (7/20), training and documentation issues (7/20), or usability
problems that prevented operators from successfully using a system (2/20). Other suitability problems included logistics and sofiware
deficiencies. New effectiveness problems primarily resulted from unexpectedly low performance in an operational environment

or against a stressing threat. Survivability problems uncovered in FY15 operational tests were all cybersecurity vulnerabilities

(5/5), which are harder to uncover in developmental testing. {Cybersecurity testing in operational testing consists of Cooperative
Vulnerability Penetration Assessments (CVPAs) and Adversarial Assessments (AAs).)

Figure 3 further breaks down R
the number of significant e
. 10
problems discovered per i
operational test by each of the
Services. Marine Corps tests
are included with Navy; Special
Operations Command and the
Defense Agencies are grouped
into a fourth category. In some
cases, outliers have distorted
the overall average. For
example, in Navy operational
tests this year, the LCS and
the SSDS experienced many
significant problems. These are
documented in the individual
write-ups for these programs.
LCS, in particular, revealed nine 0- -- . l..
significant problems in each [0 S A A I A A Y A S B S B
of the two operational tests for 0 12 3 45 86 7 8 9 ¢ 1 23 4
the Freedom and Independence Problems Observed
variants. Effectiveness problems, FIGURE 3. HISTOGRAM SHOWING THE NUMBER OF PROBLEMS OBSERVED IN EACH PROGRAM, BY

such as those described above, SERVICE. PROGRAMS WITH THE MOST PROBLEMS FROM EACH SERVICE ARE LABELED.
include surface warfare capabilities (Note: Navy includes the Marine Corps; Other includes the U.S. Special Operations Command, Missile Defense

s . . Agency, Defense Logistics Agency, Defense Information Systems Agency, and National Security Agency.}
air defense capabilities, and basic

ship functions, such as fuel endurance and boat handling equipment. The 18 problems for LCS also include significant suitability
problems with the reliability of such systems as the propulsion and cooling systems, as well as survivability and cybersecurity
problems, the latter only being counted once for each ship variant despite the existence of numerous deficiencies in the architecture of
the shipboard networks.

Arr Force Army

12 tests E I 16 tests
i

~Other

38 tests 9 tests

i
!
|
i

DoN LAIRCM
LCS1and2

Number of FY 15 Operational Tests
SSDS

- l AC-130J

=
>
N
S B i G N
6 7 8 9

With the exception of these outliers, the histograms in Figure 3 show that, in general, the Services experience similar trends in

the number of problems observed while conducting operational testing. Fortunately, few programs experienced large numbers of
problems in operational testing. It is also noteworthy that each of the Services experienced tests with no problems (Air Force 6/12,
Army 9/16, Navy (and Marine Corps) 9/38); even in these cases, the operational testing was essential to confirm that users will be able
to employ these systems in realistic conditions and not be plagued by significant problems.

Tables 1 and 2 list the 75 operational tests discussed in this year’s annual report. Each row provides the name of the system and
operational test, and indicates which categories of problems were observed; for details on the problems observed, see individual
system write-ups in this report.

Problem Discovery Affecting OT&E 15
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Figure 2 shows the distribution of

the types of significant problems ,
found during operational testing 50 -
(effectiveness, suitability,
survivability) according to whether
the problem was known prior to the
operational test. The majority of
the problems (including 75 percent
of effectiveness problems) were
known going into operational
testing. Many programs proceeded
to operational testing with known
problems because they planned

to address the problems later. An
example of this was the P-8A
Increment 2 Engineering Change
Proposal (ECP) 1, which did not
meet its wide-area Anti-Submarine
Warfare search requirement in some 0-
environments because of known T T T
limitations in its Multi-static Active Effectiveness Suitability Survivability

Coherent (MAC) sonobuoy system; Problem Type

the Navy plans to improve P-8A’s FIGURE 2. BREAKDOWN OF PROBLEMS BY TYPE AND WHETHER THEY WERE KNOWN PRIORTO
performance with upgrades fielded as OPERATIONAL TESTING

part of Increment 2 ECP 2 in FY17.

Often, the realistic environment of operational testing provided new insights into problems even if they were known previously.
Sometimes the scope of a problem was not understood until the system operated in a realistic operational test environment

against realistic threats, as in the SSDS example above. Another example of this case occurred with the electro-optical/infrared
(EO/IR) system installed on the Independence variant of the Littoral Combat Ship (LCS) for 57 mm gun engagements. Although
developmental testing revealed the significant update rate and tracking performance problems, the full impact of these deficiencies was
only realized in the operational test environment. In operational testing, these problems, combined with poor bearing accuracy and
an unwieldly operator interface, forced the crew to supplement the watch team with a dedicated operator for the sensor. Even with
this unsustainable manning arrangement, the ship was only able to achieve modest gun performance, expending excessive amounts of
ammunition against a single target.

In other cases, a problem was rediscovered after the program thought it was fixed, either because a technical fix did not perform

as expected or because operational testing discovered that workarounds for a known problem were impractical or not effective in

an operational environment. As an example, the operational availability of the Twin-Boom Extensible Crane (TBEC) used by the
Independence variant LCS to launch and recover watercraft is degraded by equipment failures and the crew's limited capability to
diagnose problems and repair the system when it fails. Without the TBEC, the LCS is unable to launch and recover boats needed to
support Maritime Security Operations or Special Operations Force missions, or the Remote Multi-Mission Vehicle (RMMV) needed
to conduct Mine Countermeasures (MCM) missions. Following initial observation of TBEC problems, the Program Office worked
with the vendor to improve system operability and refined shipboard operating procedures, which resulted in some improvement in
watercraft launch and recovery operations. However, there have been continuing problems with the ability of the ship's crew and
Navy repair activities to diagnose problems and effect repairs without the assistance of the original equipment manufacturer.

B
O
L

(93]
<
]

. Known
Unknown

Significant Problems
N
Q
1

-
o
1

Finally, in other cases, a problem was thought to be an isolated occurrence until it re-occurred again in operational testing, as in

the case of the Integrated Defensive Electronic Countermeasures (IDECM) program. Serious suitability problems (cabin pressure
problems and avionics cooling air “degrades” were seen at about 20,000 feet in altitude) for IDECM on the F/A-18C/D platform were
discovered during integrated test, but were thought to be isolated problems. Later FOT&E re-observed the problems on three jets,

suggesting that the issues were widespread.
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Problem Discovery Affecting OT&E

Overview

Operational testing of new acquisition programs frequently identifies new and significant problems missed in earlier program
development, but it can also find issues known prior to testing that were unaddressed. The latter category is especially problematic,
as delays in addressing these problems only exacerbate the cost and time required to fix them. Since 2011, my annual report has
documented both categories of problems and the extent to which they exist in programs undergoing operational tests. This year, as in
previous years, examples of both were present. Highlighting each of these types of problems is valuable, as the different natures of
these categories offer insights into the actions needed to field weapons that work.

Discovering problems during operational testing is crucial for those problems to be corrected prior to the deployment and use of
a system in combat. In many cases, an operational environment or user is necessary to uncover the problem, as in the Follow-on
Operational Test and Evaluation (FOT&E) of Department of the Navy Large Infrared Countermeasures (DoN LAIRCM) on

the CH-53E helicopter, where it was found that cycling the power to reset system faults could put the aircrew at risk during a
combat mission for an extended time. Although the system technical manuals contained the times needed for each activity in the
power-cycling sequence, it required operationally realistic testing to reveal how the combination of various times could affect a
combat mission.

Realistic operational testing can also identify the full implications of problems seen during developmental testing for success in
combat. This was true in the case of Ship Self Defense System (SSDS) MK 2, in which problems had been observed in contractor
testing prior to the operational test event, but correcting these problems was not considered a high priority until operational test results
showed the potential for these problems to result in missed cruise missile engagements,

The discussion below provides an overview of
the problems discovered in FY 15 during analyses
of operational test events. Detailed accounts

of the discovered problems can be found in
corresponding individual program write-ups in
this repori. Ialso list 48 programs that presented
significant problems during early testing. If

left uncorrected, these deficiencies could affect
my evaluation of operational effectiveness,
suitability, or survivability. At the conclusion

of this section, [ report on the progress of the

problems reported in my FY 14 Annual Report. Fragrams withmut Bragrame with
The results of problem discovery in FY15 are ﬁ:l,?::: ::;Er:

shown in Figure 1. There were 134 programs probisms ol e
on the DOT&E oversight list that planned or :
conducted operational testing between FY 15

—FY17. Of those, 66 programs had a total of

75 operational tests this year (some programs ' n

had more than one phase of testing this year). T:;T‘ discovered i

About one-third (27/75) of the operational tests 2 mm:wwma

conducted this year had no significant problem -

discovery, while nearly two-thirds (48/75) revealed FIGURE 1. PROGRAMS/OPERATIONALTESTS UNDER OVERSIGHT IN FY15
problems significant enough to adversely affect my WITH IDENTIFSED PROBLEMS

evaluation of the system's operational effectiveness, (Note: Programs with testing in FY15 and upcoming testing in FY16-17 may be counted more
o g s Lt than once if there were multiple test events. All counts exclude some classified and chemical
suitability, or survivability, Almost 40 percent

. . demilitarization programs.)
(29/75) of these operational tests discovered
significant problems that were unknown prior to
operational testing.
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Defense Agencies Initiative (DAI)

Executive Summary

During the operational assessment conducted by the
Joint Interoperability Test Command (JITC) from
July 20 through August 14, 2015, the Defense Agency
Initiative (DAI) Increment 2 Release 1 critical
functionality and interfaces worked as designed.

The DAI system usability requires ongoing
improvements for several defense agencies. The
conversion to Oracle eBusiness Suite Release 12 as
part of DAT Increment 2 Release 1 has been difficult,
resulting in slow response times and defects requiring
software patches to fix.

DARPA
System peAs
+ DAI is an information technology system with a core ooy
functionality that provides a commercially-available o
Oracle Enterprise Resource Planning system. L.
« DAI modernizes the financial management processes DA
for many DOD agencies and field activities by OoDEA

streamlining financial management capabilitics,

addressing financial reporting material weaknesses,

and supporting financial statement auditability.

The Defense Information Systems Agency (DISA) provides

facilities for the DAI servers at its Ogden, Utah, and

Columbus, Chio, Defense Enterprise Computing Centers.

DALI is employed worldwide and across a variety

of operational environments via a web portal on the

Non-classified Internet Protocol Network using each agency’s

existing information system infrastructure.

DAI includes two software increments:

- Increment 1 was in Operations and Sustainment and was
used for financial reporting at 12 defense agencies.

- Increment 2 has four software releases, each with
additional capabilities, with deployments to 11 additional
defense agencies continuing through FY17.

DAI supports financial management requirements in the

Federal Financial Management Improvement Act and DOD

@ = w & @ 5 060
DARPA DeCA DCAA  DCMA DFAS DHRA DMEA DOTAE/ pPAA
CCM
v Budget to Report  Acquire to Retire Budget DSCA
OUSD(C) i Formulation @
Cost Accounting Grants #
Bﬂ;; Financial 0ss
Procure to Pay Management
Re-Sales
@} Order to Cash Time & Labor Accounting
DTIC
— oo @ 0 @D 3 D
DTSA popea poowe mpa  DTRA- oEp  ppa

Defense Advanced Rasearch Projects Agency
Defense Aoquisition University

DOTAE Direclor, Opsrational Test and Evaluation

Defense Prisoner of WarMissing Personnel

Dafena Contraet Audit Ageney DRAA Arcountabity Agency

Defense Confracl Managerment Agency DSCA Defense Security Cooperation Agency

Defense Commlssary Agency PSS Defense Security Servicas

Defense Finance and Accaunling Sendce DTRA-JTSO Deafensa Thraat Reduction Agency-Jkint Science and
Dafense Health Agency (formerly TMA) Technology Cffice

Defense Human Resources Aclivity DTSA Defanse Techi Security

Defense Informalien Systems Agency (General Funds) DTIC Defanse Technical Information Center

Defense Media Activity MDA Missde Dafense Agency

Dafense Microelecitonics Activity OEA Offce of Economic Adjustment

DoD Education Agtiviy
DD Inspector General

CUSD(C) Offica of the Under Secretary of Defense (Complroller)
usu Uniform Services University of Health Sciences

Business Enterprise Architecture; therefore, it is subject to the
2010 National Defense Authorization Act requirement to be
auditable by 2017.

Mission
Defense agencies use DAI for budget, finance, and accounting
operations to provide accurate, reliable, and auditable financial

information that supports DOD missions.

Major Contractors
* CACI Arlington — Northampton County, Virginia
= International Business Machines — Armonk, New York

Northrop Grumman — Falls Church, Virginia

Activity

JITC conducted two developmental tests of DAI Increment 2
Release 1: a System Integration Test from February 9, 2015,
through March 25, 2015, followed by a User Acceptance Test
conducted from March 30, 2015, through April 17, 2015,

JITC conducted an operational assessment of DAI Increment 2
Release 1 from July 20 through August 14, 2015, in
accordance with a DOT&E-approved test plan.

A DISA Field Security Operations Red Team conducted a
cybersecurity Adversarial Assessment of DAI Increment 1
Release 3 from October 14 through November 25, 2014,

On September 16, 2015, USD(AT&L) signed an Acquisition
Decision Memorandum approving limited fielding of DAI
Increment 2 Release 2 to current and additional defense
agencies.

The DAI Program Management Office (PMO) has coordinated
for a full cybersecurity test (Cooperative Vulnerability and
Penetration Assessment and Adversarial Assessment) for
2QFY16 on Increment 2 Release 2.
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Assessment
« During the operational assessment, the system’s critical

functionality and interfaces worked as designed; however, the

testing revealed deficiencies that reduced user satisfaction.

Deficiencies included:

- Workflow and certification problems that affected
the approval of some financial documents and forced
resubmission.

- The time to process employee pavroll records was a
queued, serial process that often took hours to complete for
each agency. To mitigate, the DAI PMO has assumed this
task until an acceptable software solution is implemented
and tested.

- There were often long system response times and time
outs that required users to take extra sieps to complete
their tasks. The DAI help desk effectively supported the
production system during the operational test and worked
well with DISA and defense agency customers.

The conversion to Oracle eBusiness Suite Release 12 was a

challenge, but the PMO employed effective patch management

to resolve many issues during and after testing.

26 DAI

» System stability issues led to seven critical failures between

May 4 and July 7, 2015. To alleviate the failure rate, the
program manager rescheduled weekiy maintenance to
weckends and turned off system logging to reduce the
demand on the system. DAI meets operational availability
requirements for peak and non-peak periods.

Recommendations
« Status of Previous Recommendations. This is the first annual

report for this program.

» FY15 Recommendations. The DAI PMO should:

1. Improve system response times, reduce time cuts, and
correct other errors requiring users to take extra steps to
complete their tasks.

2. Establish a scheduled maintenance program that supports all

agencies’ missions that accounts for the defense agencies’
worldwide and weekend operations.

3. Complete cybersecurity testing, to include a Cyber

Economic Vulnerability Assessment, at the Program Office,
data centers, and customer agencies during FY 16.



Defense Medical Information Exchange (DMIX)

Executive Summary

In December 2014, USD(AT&L) separated the Defense
Medical Information System (DMIX) into two componenis:
Interoperability and Viewer. USD(AT&L) declared the
Interoperability component {0 be under sustainment and
designated the Viewer component as a tailored Automated
Information System Acquisition Category 111 program.

The United States Army Medical Department Board

(USAMEDDBD) and the Army Test and Evaluation Command

(ATEC) performed an operational assessment of DMIX

Release 2 from April 20, 2015, through May 1, 2015, to
support a Milestone C decision for the Viewer component

of the DMIX program. The USAMEDDBD conducted an

operational assessment of DMIX Release 2 because the

DMIX program manager will implement the Virtual Lifetime

Electronic Record (VLER), a major capability of the system,

in DMIX Release 3. The USAMEDDBD plans to conduct a

Multi-Service Operational Test and Evaluation (MOT&E) of

DMIX Release 3 with the VLER capability and operational

commercial health care partners.

. Based on the operational assessment, DOT&E determined
that the system was operationally suitable, but not
operationally effective because of high-severity defects that
included (1) inconsistent query results for which the system
did not always display all records available in a date range.
(2) medica) record notes not displaying due to the format
of the original note, and (3) inconsistencies in data displays
and navigation buttons between different display schemes
within the DMIX viewer.

- Altbough the high-severity defects affected data
completeness, all data displayed in the Joint Legacy Viewer
(JLV) were accurate and patient records downloaded in a
timely manner.

The Program Management Office (PMO) took immediate steps

to cotrect these problems. The PMO scheduled a Verification
of Correction of Deficiencies {VCD) in December 2015 to
verify DMIX Release 2 fixes.

After the deployment of Release 3 in September, users

discovered two new system defects and an external system

data accessibility problem. The DMIX program manager

stated that she has developed a plan to resolve the DMIX

Release 3 system defects and data accessibility problem.

Space and Naval Warfare Systems Command (SPAWAR)

conducted a cybersecurity Cooperative Vulnerability and

Penetration Assessment (CVPA) of DMIX Release 2 in the

developmental test environment that concluded in June 2015.

The CVPA identified vulnerabilities that could result in the loss

of confidentiality, integrity, or availability of personal health

information and personally identifiable information.

SPAWAR conducted a cybersecurity CVPA of Integrated

Electronic Health Record (iEHR) Increment 1 from

JLVWURL) LA L

JW

JL
Web Server ;

JLV
Databage
jHeadows

HHIE
Franowork

VA Systems
and Data
Stores

DMIX Data Services
and Infrastructure

AHLTA - Armed Forces Health Longitudinal Technology Application
BHIE - Bidirectional Health Information Exchange

EZ08  cupR - Clinica) Data Repesi
DES - Data Exchange Servic

toryiHealth Data Repository
B

s DHA - Defense Health Agency
VA DHMSM - Defense Healthcare Management System Modermnlzation
DOD - Department of Defonse

JLV - Joint Legacy Viewer
VA - Veterans Affairs

October 27, 2014, through December 10, 2014, and an
adversarial assessment from January 12 -- 16, 2015, The

CVPA of iEHR Increment 1 ide

ntified vulnerabilities that

could compromise medical information if not quickly and

adequately addressed.

System

+ The DMIX program supports integrated sharing of

standardized health data among

DOD’s Defense Healthcare

Management System Modernization program, DOD legacy
systems, Veterans’ Affairs (VA), other Federal agencies, and
private-sector healthcare providers.

« Together, the Defense Healthcare Management System
Modemization and DMIX are intended to modemize the
Military Health System to enhance sustainability, flexibility,
and interoperability for improved continuity of care.

« The DOD is developing DMIX

incrementally, delivering

upgrades to capabilities that have already been fielded:
- JLV provides an integrated read-only, chronological view
d VA Electronic Health Record

of health data from DOD an
(EHR) systems, eliminating
clinicians to access separate

the need for VA or DOD
viewers to obtain real-time

patient information. DOD and VA users logon to their

respective JLV Web Servers

using a Uniform Resource

Locator {URL) address in their web browser. Armed
Forces Health Longitudinal Technology Application users

can connect to the JLV Web
menu.

Server through their system

DMIX
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- The Data Exchange Service (DES) receives user queries
entered through JLV and queries hundreds of DOD and VA
data stores, returning the results to jMeadows. jMeadows
maps local VA and DOD clinical terms to standard medical
terminology and aggregates the data for presentation by the
JLV Web Server.

The Bidirectional Health Information Exchange (BHIE)
enables the VA to access clinical data from multiple
DOD and VA systems using the Data Exchange Service,
BHIE Share, and Clinical Data Repository/Health Data
Repository. The Clinicai Data Repository/Health Data
Repository enables bidirectional exchange of outparient
pharmacy and medication allergy data for checking
drug-to-drug and drug-to-allergy interactions.

- The VLER capability provides views of a patient’s medical
history and outpatient clinical visits within DOD medical
facilities. The VLER provides the ability to both retrieve
and share medical documentation with external partners,
such as the VA and other Federal or commercial health
care partners. The DOD and external partners pass VLER
data through the eHealth Exchange service. The DMIX
program manager implemented VLER viewer functionality
into JLV, replacing the legacy VLER viewer.

= iEHR, not shown in the system diagram, is a program

deployed to a single site, the James A, Lovell Federal

Healthcare Center in North Chicago, Iliinois, where it is

now in sustainment. iEHR provides single sign-on and

context management capabilities to enable a user to logon

to all published applications via 2 Common Access Card. It
allows users to enter a patient once and the same patient will
automatically populate in other applications. iEHR also
provides a roaming capability to allow users to access their
information from multiple devices.

Mission
The DOD, VA, Federal agencies, and private-sector health
providers will use the DMIX infrastructure and services to:

* Share standardized health data using standard terminology

* Securely and reliably exchange standardized electronic health
data with all partners

* Access a patient’s medical history from a single platform,
eliminating the need to access S¢parate systems to obtain
patient information

* Maintain continuity of care

* Exchange outpatient pharmacy and medication allergy data
and check for drug-to-drug and drug-to-allergy interaction

Major Contractors

* Data Federation/JLV: Hawaii Resource Group — Honolulu,
Hawaii

* Test Support: Deloitte — Fails Church, Virginia

* Program Manager support: Technatomy — Fairfax, Virginia

Activity

* During FY15, the USAMEDDBD and ATEC conducted
operational tests of DMIX Release 2 and iEHR Increment 1
in separate events. The USAMEDDBD conducted an
operational assessment of DMIX Release 2 because
the DMIX program manager will implement VLER,

a major capability of the system, in DMIX Release 3.
USAMEDDBD plans to conduct an MOT&E of DMIX
Release 3 with the VLER capability and operational
commercial health care partners.

DMIX Release 2

= From April 20, 2015, through May 1, 2015, the
USAMEDDBD and ATEC conducted an operational
assessment of DMIX Release 2 in accordance with a
DOT&E-approved test plan to support a Milestone C
decision for the JLV Viewer component of the DMIX
program.

* SPAWAR conducted a cybersecurity CVPA of the system
in the developmental test environment. The assessment
concluded in June 2015.

* The PMO coordinated with USAMEDDBD and the San
Antonio Military Medical Center to schedule a VCD of
DMIX in December 2015 to verify corrective actions for
Release 2 high-severity defects.
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DMIX Release 3

* After successful developmental testing, the Program
Executive Office DHMS deployed DMIX Release 3 on
September 18, 2015, to implement fixes to system defects
discovered during DMIX Release 2 operational testing and
to prepare for the Release 3 MOT&E.

* Following deployment, users discovered two problems
associated with theater inpatient data and progress notes
not displaying properly in JLV. Users also identified an
Essentris site that had made local changes, which prevented
the site’s users from accessing patient data from DMIX.
The DMIX program manager stated that she has developed
a plan to resolve the DMIX Release 3 system defects and
data accessibility problem.

iEHR Increment 1

* SPAWAR conducted a cybersecurity CVPA of iEHR
Increment 1 from October 27, 2014, through December 10,
2014, and an Adversarial Assessment from January 12 — 16,
201s.

Terminology Mapping

* Both the DOD and VA had planned to provide health
data mapped to a medical terminelogy standard through
the JLV to help users read and analyze patient data more



easily. There are 20 Clinical Domains, which have national
standards for terms within the domain. In December 2013,
the DOD and VA delivered terminology maps for seven
Clinical Domains to support DMIX Release 0. In2014,

the DMIX program manager implemented terminology
maps for 14 Clinical Domains; in FY15, completed delivery
of the remaining Clinical Domain maps and provided
maintenance of active terms for another 11 Clinical
Domains. The VA implemented terminology maps for one
additional domain in December 2014.

DOT&E is working with the DMIX PMO, the Interagency
Program Office, and the operational test community to
develop an operational test methodology to determine the
accuracy and completeness of Clinical Domain terminology
maps.

DMIX Release 2 is operationally suitable. Users liked the
functionality and indicated that it improved their business
processes. Additionally, users rated the system highly for
usability and liked the data display, record selection and
customization capabilities, and supporting documentation.
The cybersecurity assessment identified significant
vulnerabilities that could result in the loss of confidentiality,
integrity, or availability of personal health information and
personally identifiable information.

DMIX Release 3

The DOD and VA deployed DMIX Release 3 in September
2015 to all JLV users. The user base has significantly
expanded from 3,000 users earlier this year to an estimated
17,000 users. Program risk, and potential risk to patient
safety, increased following the deployment of Release 3
when users discovered problems with theater inpatient data,
progress notes not displaying properly, and with local data

Assessment
DMIX Release 2 access.
+ DMIX Release 2 was not operationally effective because . The DMIX program manager has scheduled an MOT&E

of high-severity defects that included (1) inconsistent
query results for which the system did not always display
all records available in a date range, (2) medical record
notes not displaying due to the format of the original note,
and (3) inconsistencies in data displays and navigation
buttons between different schemes within the DMIX
viewer. DOT&E sent a memorandum to the Program
Executive Office DHMS on May 8, 2015, which detailed
the Severity 1 defect causing inconsistent query results

in a date range. Although the high-severity defects
affected data completeness, all data displayed in JLV were
accurate and user queries of patient records were timely.
The Program Office took immediate steps to correct the
problems and operational testers plan to verify the fixes in
December 2015. The VCD results will be included in the
2016 Annual Reportt.

The PMO improved DMIX developmental testing to
evaluate the system’s response to invalid inputs. DOT&E
recommended such testing to discover failure modes caused
by non-typical use cases, such as those observed in DMIX
Release 2 operational testing, earlier in the test cycle.

of DMIX Release 3 in March 2016, creating a gap of six
months between deployment and operational testing. The
long gap between deployment and operational testing
further increases the risk of DMIX users experiencing
system problems prior to the MOT&E.

iEHR Increment 1

+ The cybersecurity assessment of iEHR Increment 1
identified vulnerabilities that could compromise medical

information if not quickly and adequately addressed.

Recommendations
« Status of Previous Recommendations. The DOD and DMIX

PMO have addressed the FY 14 recommendations; however,

the VA was not able to accelerate clinical terminology mapping

efforts. The VA implemented terminology maps for one

additional domain in December 201 4,

» FY15 Recommendation.

1. The DMIX PMO should conduct further cybersecurity
testing on the operational DMIX system to verify fixes and
mitigations of the vulnerabilities found during testing of
DMIX Release 2.
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Defense Readiness Reporting System — Strategic
(DRRS-S)

Executive Summary

. The Joint Interoperability Test Command
(JITC) conducted the Defense Readiness
Reporting System — Strategic (DRRS-S)
[OT&E from May 2015 through June 2015,
Emerging results identified significant system
and end-to-end process deficiencies. The
DRRS-S program manager requested an
extension of the IOT&E through October 2015
to correct system deficiencies and allow JITC
to independently validate the fixes. DOT&E
agreed to the extension.

. JITC continued IOT&E in September and
October 2015. DOT&E plans to submit a
DRRS-S IOT&E report in 2QFY 16.

System

» DRRS-S is a Secret Internct Protocol Router
Network-accessible web application designed
to replace the Global Status of Resources
and Training System, a Force Readiness
component of Global Command and Control
System — Joint.

+ DRRS-S production and backup systems
are hosted at separate Defense Enterprise
Computing Centers on commercial
off-the-shelf hardware consisting of application and database
server enclaves using Microsoft Windows® operating systems.

. DRRS-S receives and processes readiness reports and
data from Service-specific increments of the larger DRRS
enterprise, including DRRS-Army, DRRS-Marine Corps, and
DRRS-Navy. Combatant Commanders, and the subordinates
they direct, DOD agencies, and Air Force units report directly
within DRRS-S.

JTIMS - Joint

Mission

. Combatant Commanders, Military Services, Joint Chiefs of
Staff, Combat Support Agencies, and other key DOD users
(such as the Secretary of Defense and National Guard) use the

Service Authoritative Data Sources
_Service AUTATAtVE == === Resource Data

AERICOM - Africa Command

CCMDs - Combatant Commanciers

CENTCOM - Central Command

DRRS-A - Defense Readiness Reporting System - Apmy

DRRS-MC - Dafense Readiness Reporting System -

DRRS-N - Defense Raadiness Reporting System - Navy

EUCOM - European Command

GCCS-) - Global Command and Control System = Joint

GFM-DI - Global Force Managsment Data Initiative

GFMTS - Global Force Managemant Toolsat

JDNETS - JOPES Data Network Services

JSUB - JOPES Subscriptions

JOPES - Joint Operational Planning and Execution System
i tion M System
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JUM - Jeint User Messaging

MET - Mission Essential Task

METL - Misslon Essential Task List

NGB - National Guard Bureau

NORTHCOM - Northern Gommand

PACOM - Pacific Command

SECDEF - Secretary of Defense

&(PRNET - Secret Internet Protocol Router Network
SOCOM - Special Operations Command

S0ORTS - Status of Resources and Training System
SOUTHCOM - Southern Command

STRATCOM - Strategic Command

TRANSCOM - Transportation Command

Marine Corps

environment to evaluate the readiness
out assigned and

DRRS collaborative
and capability of U.S. Armed Forces to carry
potential tasks.

Reporting organizations input both mission readiness and

unit readiness data, such as Global Status of Resources and
Training System data, into DRRS-S and use it to make mission
readiness assessments against standardized missions and tasks.

Major Contractor
[nnovaSystems International, LLC — San Diego, California

Activity

« From May 2015 through June 2015, JITC conducted an
IOT&E in accordance with the DOT&E-approved test plan.
JOT&E revealed a number of significant deficiencies with
the system and end-to-end data management processes.
Therefore, the DRRS-S program manager requested an

extension of the JOT&E through October 2015 to allow for
correction of system deficiencies and provide sufficient time
for JITC to independently verify the fixes. DOT&E agreed to
the extension.
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* JITC continved IOT&E in September and October 2015. This
test window included two monthly readiness reporting cycles
to verify the accuracy, completeness, and timeliness of Service
readiness reports.

* JTC and the Army Research Laboratory Survivability and
Lethality Assurance Directorate conducted a Cooperative
Vulnerability and Penetration cybersecurity assessment from
February 2015 through May 2015. The Defense Information
Systems Agency Risk Management Executive Red Team
conducted a cybersecurity Adversarial Assessment in
June 2015,

* DOT&E will submit an IOT&E report on the DRRS-S in
2QFY16.
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Assessment

The DRRS-S Data Authentication Group reviewed and
authenticated IOT&E data in November 2015. DOT&E began
evaluating the IOT&E test data in November 2015. DOT&E
plans to submit a DRRS-S [OT&E report in 2QFY16.

Recommendations

* Status of Previous Recommendations, The DRRS-S Program
Office addressed all previous recommendations.

* FY15 Recommendations. None,



Department of Defense (DOD) Teleport

Executive Summary

. The Defense Information Systems Agency (DISA) is
developing the Teleport Generation 3 Phase 3 (G3P3)
capability that is intended to provide interconnectivity
between legacy Ulira High Frequency (UHF) radios, which
provide half duplex, push-to-talk service and the Mobile User
Objective System (MUOS) radios, which can provide full
duplex service. To achieve the G3P3 capability, the program
manager is adding two new components to the Teleport
architecture, the MUOS to Legacy Gateway Component
(MLGC) and MUOS Voice Gateway (MVG). The program
manager is planning to install the MLGC at five of the six
primary Teleport sites and the MVG at the Virginia and
Hawaii Teleport sites, collocated with two MUOS Radio
Access Facilities.

The Joint Interoperability Test Command (JITC) conducted
the G3P3 operational assessment (OA) from June 22, 2015,
to August 11, 2015, at the Northwest Virginia Teleport in
accordance with the DOT&E-approved Test and Evaluation
Master Plan and test plan. The OA is intended io inform a
Milestone C decision by the DISA Component Acquisition
Executive planned for February 2016.

The MLGC and MVG operated as intended in the limited
operational environment afforded during the OA period.
Government program personnel and contractors completed
data exchanges through the ML.GC with completion rates
of 98 percent relative to an 88 percent threshold criterion.
Govemment program personnel and contractors completed
voice exchanges through MLGC and MVG at completion
rates of 94 percent relative to the 88 percent threshold
criteria. Additional developmental testing is required prior to
operational testing in 1QFY17.

System

« DOD Teleport sites are globally-distributed Satellite
Communication (SATCOM) facilities. There are six core
Teleport facilities located in Virginia, Germany, Italy, Japan,
Hawaii, and California, and three secondary facilities located
in Bahrain, Australia (future), and Guam. Teleport sites
consist of four segments:

The radio frequency segment consists of SATCOM

carth terminals that operate in UHF, X, C, Ku, Ka,

and Extremely-High Frequency bands. The terminals

provide radio frequency links between the Teleport site

and the deployed user SATCOM terminal via military or

commercial satellites.

s

MUOSEARTH TERMINAL:

. The baseband segment includes encryption, switching,
multiplexing, and routing functions for connecting data
streams or packetized data to the terrestrial Defense
Information Systems Network (DISN).

The network services segment provides connectivity to
the DISN long-haul networks and other internet-working
functions necessary to meet the user’s requirements.

. The management control segment provides centralized
meonitoring and control of Teleport baseband hardware,
earth terminal hardware, transmission security, and test
equipment.

- Teleport provides deployed forces access to standard fixed
gateways from anywhere in the world for all six DISN
services:

- Secret Internet Protocol Router Network

. Non-classified Internet Protocol Router Network

- Defense Red Switch Network

- Defense Switched Network
Video Teleconference

_ Joint Worldwide Intelligence Communications System

Mission

Combatant Commanders, Services, and deployed operational
forces use DOD Teleport systems in all phases of conflict to gain
access to worldwide military and commercial SATCOM services.

Major Contractor

Government Integrator: Defense Information Systems Agency
(DISA)
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Activity

* DISA is developing the Teleport G3P3 capability that is
intended to provide interconnectivity between legacy UHF
radios, which provide half duplex, push-to-talk service and
MUOS radios, which have the capability to provide full
duplex service. To achieve the G3P3 capability, the program
manager is adding two new components to the Teleport
architecture, the MLGC and MVG. The program manager
is planning to install the MLGC at five of the six primary
Teleport sites and the MVG at the Virginia and Hawaii
Teleport sites, collocated with two MUOS Radio Access
Facilities,

* In March 2015, DISA instalied a MLGC test suite at the
DOD Teleport Test Lab within the Army’s Joint Satellite
Engineering Center, at Aberdeen Proving Ground, Maryland,
and at the Northwest Virginia Teleport site for integrated
testing,

* JITC conducted the G3P3 OA from June 22, 2015, through
August 11, 2015, at the Northwest Virginia Teleport in
accordance with the DOT&E-approved Test and Evaluation
Master Plan and test plan. The OA informs a Milestone C
decision by the DISA Component Acquisition Executive
planned for February 2016,

- JTC testers observed set-up, management, and tear-down
of services at the DOD Northwest Virginia Teleport,
and communication between deployed users at Saint
Julien’s Creek, Virginia, and the MUOS Radio Integration
Laboratory in San Diego, California, Operators using
two legacy UGHF radios and two MUOS-capable terminals
located at Saint Julien’s Creek exchanged data and voice
with two MUOS-capable terminals located at the MUQS
Radio Integration Laboratory. Contractor and government
subject matter experts configured the Teleport equipment
and operated the deployed radios,

Operational testers collected equipment uptime and
downtime to support an assessment of reliability and
availability.

- In conjunction with the OA, JITC conducted a cooperative
cybersecurity assessment from September 28, 2015,
through October 2, 2015, at the Northwest Virginia
Teleport site.

* DOT&E submitted the DOD Teleport System, G3P3
Operational Assessment in December 201 5.
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JITC plans to conduct an operational test of the G3P3
capability in IQFY17.

Assessment

The OA provided a limited operational environment. The
MLGC and MVG test suites installed at the Northwest
Teleport were configured and operated by contractor
personnel. Teleport operators were not contractually allowed
to configure the MLGC or MVG prior to government
acceptance of the equipment,

The MLGC and MVG operated as intended in the limited
operational environment afforded during this test period.
Government program personnel and contractors completed
data exchanges through the MLGC with completion rates

of 98 percent relative to an 88 percent threshold criterion.
Government program personnel and contractors completed
voice exchanges through MLGC and MVG at completion rates
of 94 percent relative to the 88 percent threshold criteria,

The HTC cooperative cybersecurity assessment identified
potential vulnerabilities that could degrade system security.
Although the MLGC and MVG performed well, the limited
data from this test precludes the MLGC and MVG meeting
reliability and availability requirements with confidence.
Based upon the scope of the OA testers were not able to
evaluate maintainability and documentation.

The Teleport Test and Evaluation Master Plan needs to be
updated to support the G3P3 Milestone C decision planned for
February 2016 and support the G3P3 operational test planned
for IQFY17.

Recommendations

Status of Previous Recommendations. DISA has satisfactorily

addressed all previous recommendations.

FY15 Recommendation.

1. DISA should update the Teleport Test and Evaluation
Master Plan before the G3P3 Milestone C decision planned
for 2QFY 16 and the G3P3 operational test planned for
IQFY17.



F-35 Joint Strike Fighter (JSF)

Executive Summary
Test Planning, Activity, and Assessment
» The program focused on culminating Block 2B deveiopment

and testing in order to provide a fleet release enabling the

Marine Corps F-35B Joint Strike Fighter (JSF) declaration

of Initial Operational Capability (IOC), while transitioning

development and flight test resources to Block 3i and

Biock 3F.

- The program terminated Block 2B developmental flight
testing in May 2015, delivering Block 2B capability
with deficiencies and limited combat capability. The
Marine Corps declared IOC at the end of July 20135.
However, if used in combat, the Block 2B F-35 will need
support from command and control elements to avoid
threats, assist in target acquisition, and control weapons
employment for the limited weapons carriage available
(i.e., two bombs, two air-to-air missiles). Block 2B
deficiencies in fusion, electronic warfare, and weapons
employment result in ambiguous threat displays, limited
ability to respond to threats, and a requirement for
off-board sources to provide accurate coordinates for
precision attack. Since Block 2B F-35 aircraft are limited
to two air-to-air missiles, they will require other support
if operations are contested by enemy fighter aircraft. The
program deferred deficiencies and weapons delivery
accuracy (WDA) test events from Block 2B to Block 3i
and Block 3F, a necessary move in order to transition the
testing enterprise to support Block 3i flight testing and
Block 3F development, both of which began later than
planned in the program’s Integrated Master Schedule
(IMS).

- Block 3i developmental flight testing restarted for the
third time in March 20135, after two earlier starts in
May and September 2014. Block 3i developmental
flight testing completed in October, eight months later
than planned by the program after restructuring in 2012,
as reflected in the IMS. Block 3i began with re-hosting
immature Block 2B software and capabilities into avionics
components with new processors. Though the program
originally intended that Block 3i would not introduce new
capabilities and not inherit technical problems from earlier
blocks, this is what occurred. The Air Force insisted on
fixes for five of the most severe deficiencies inherited
from Block 2B as a prerequisite to use the final Block
3i capability in the Air Force 10C aircraft; Air Force
10C is currently planned for August 2016 (objective) or
December 2016 (threshold). However, Block 3i struggled
during developmental testing (DT), due to the inherited
deficiencies and new avionics stability problems. Based
on these Block 3i performance issues, the Air Force
briefed that Block 3i mission capability is at risk of not

meeting IOC criteria to the Joint Requirements Oversight
Council (JROC) in December 2015. The Air Force
recently received its first Block 3i operational aircraft and
is assessing the extent to which Block 31 will meet Air
Force IOC requirements; this assessment will continue into
mid-2016.

Block 3F developmental flight testing began in

March 2015, 11 months later than the date planned by

the program after restructuring in 2012, as reflected in
the IMS. Progress has been limited (flight testing has
accomplished approximately 12 percent of the Block 3F
baseline test points as of the end of November) as the
program focused on closing out Block 3i testing and
providing a software version suitable to support plans for
the Air Force to declare IOC in August 2016.

+ The current schedule to complete System Development and
Demonstration (SDD) and enter IOT&E by August 2017 is
unrealistic.

- Full Block 3F mission systems development and testing

cannot be completed by May 2017, the date reflected
in the most recent Program Office schedule, which is
seven months later than the date planned after the 2012
restructure of the program. Although the program has
recently acknowledged some schedule pressure and began
referencing July 31, 2017, as the end of SDD flight test,
that date is unrealistic as well, Instead, the program will
likely not finish Block 3F development and flight testing
prior to January 2018, an estimate based on the following
assumptions:
= Continuing a six test point per flight accomplishment
rate, which is equal to the calendar year 2015 (CY15)
rate observed through the end of November.
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= Continuing a flight rate of 6.8 flights per month, as was
achieved through the end of November 2015, exceeding
the planned rate of 6 flights per month (note that if the
flight rate deteriorates to the planned rate of 6 flights per
month, then testing will not complete until May 2018).

= Completing the fult Block 3F test plan (i.e., all 7,230
original baseline and budgeted non-baseline test points
in the Block 3F joint test plan).

= Continuing the CY15 discovery rate of 5 percent,
i.e., 5 additional test points are required to address
new discoveries per 100 baseline test points
accomplished. This assumption is optimistic. In the
likely event significant new discoveries continue during
developmental testing in 2016, additional Block 3F
software releases would be needed to address them,
adding more test points and extending development
further.

- The program could, as has been the case in testing

previous software increments, determine that test points
in the plan are no longer required for the Block 3F fleet
release. However, the program will need to ensure that
deleting and/or deferring Block 3F testing before the end
of SDD and start of [OT&E does not result in increasing
the likelihood of discovery of deficiencies in IOT&E or
degrading F-35 combat capability,. Whatever capability
the program determines as ready for IOT&E will undergo
testing fully consistent with the Department’s threat
assessments, war plans, and the Services’ concepts of
operation.

= The program has proposed a “block buy” that commits
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to and combines procurement of three lots of aircraft to
gain savings. Executing the “block buy™ would require
commitments to procuring as many as 270 U.S. aircraft,

as well as commitments by foreign partners to purchasing
substantial numbers of aircraft. Depending upon the timing,
it is possible a commitment to the “block buy” would be
made before operational testing is complete. In that case,
entering a “block buy” would raise the following questions:

Is it premature to commit to the “block buy™ given that
significant discoveries requiring correction before F-35°s
are used in combat are occurring, and will continue

to occur, throughout the remaining developmental

and operational testing? The program continues to
struggle with Block 3F developmental testing, and in
December 2015 the Air Force rated its proposed initial
operational capability supported by Block 3i as “red” due
to the problems ongoing testing has revealed.

Is it prudent to further increase substantially the number
of aircraft bought that may need modifications to reach
full combat capability and service life? As the program
manager has noted, essentially every aircraft bought to
date requires modifications prior to use in combat.

- Would committing to a “block buy” prior to the

completion of [OT&E provide the needed incentives to the
contractor and the Program Office to correct an already
substantial list of deficiencies in performance, a list that

F-35 JSF

will only lengthen as Block 3F testing continues and
JOT&E is conducted?

- Would entering a “block buy™ contract prior to the
completion of IOT&E be consistent with the “fly before
you buy” approach to defense acquisition that many in the
Administration have supported? Similarly, would such a
“block buy” be consistent with the intent of Title 10 U.S.
Code, which stipulates that IOT&E must be completed
and a report on its results provided to Congress before
committing to Full-Rate Production—a commitment that
some could argue would be made by executing the “block
buy?”

Helmet Mounted Display System (HMDS)

» The program tested the Generation I (Gen III)
helmet-mounted display system (HMDS), which is intended
to resolve all of the deficiencies discovered in the Gen II
system in prior years. The Gen III system is a requirement
for Air Force IOC in 2016; it will be the helmet used to
complete SDD and IOT&E. After Gen III developmental
testing, developmental test pilots reported less jitter, proper
alignment, improved ability to set symbology intensity, less
latency in imagery projections, and improved performance
of the night vision camera. However, operational testing in
realistic conditions and mission task levels, including gun
employment, is required to determine if further adjustments
are needed.

Mission Data Load Development and Testing

= The F-35 relies on mission data loads—which are a
compilation of the mission data files nceded for operation
of the sensors and other mission systems—to work in
conjunction with the system software data load to drive
sensor search parameters and to identify and correlate sensor
detections, such as threat and friendly radar signals. The
.S, Reprogramming Lab (USRL), a U.S. government
lab, produces these loads for U.S. operational and training
aircraft. Mission data optimization testing, which includes
both lab-testing and flight-testing, is conducted by an Air
Force operational test unit augmented by Navy personnel.
The unit provides the test plans to the DOT&E for approval
and independent oversight.

» Significant deficiencies exist in the USRL that preclude
efficient development and adequate testing of effective
mission data loads for Block 3F. Despite being provided
a $45 Million budget in FY 13, the program has still
not designed, contracted for, and ordered the required
equipment—a process that will take at least two years, not
counting installation and check-out. In addition, despite the
conclusions of a study by the Program Office indicating that
substantial upgrades are needed to the laboratory’s hardware,
the program is currently only pursuing a significantly lesser
upgrade due to budgetary constraints. This approach would
leave the USRL with less capability than the F-35 Foreign
Military Sales Reprogramming Lab. Unless remedied,
these deficiencies in the USRI will translate into significant
limitations for the F-35 in combat against existing threats.



The program must take immediate action to complete
required modifications and upgrades to the lab before the
USRL is required to provide the Block 3F mission data load
for tactics development and preparations for IOT&E.
After the program delayed the build-up of the USRL
equipment and software tools, which created schedule
pressure on Block 2B mission data load development and
testing, the Program Office forced the USRL to truncate
the planned testing, forgoing important steps in mission
data load development in order to provide a limited
mission data load in June 2015 for the Marine Corps 10C
declaration in July 2015. Fielded operational units must
take into consideration the limited extent of lab and flight
testing that occurred—which creates uncertainties in
F-35 effectiveness—until the USRL is able to complete
development and testing of a Block 2B mission data load.
This is planned to occur in early 2016.

Weapons Integration

+ The program terminated Block 2B developmental testing

for weapons integration in December 2015 after completing

12 of the 15 planned WDA events. The program planned to

complete all 15 WDA events by the end of October 2014,

but delays in implementing software fixes for deficient

performance of mission systems sensors and fusion delayed
progress. Three events were deferred to Block 3i (one event)
and Block 3F (two events) developmental testing.

- Eleven of the 12 events required intervention by the
developmental test control team to overcome system
deficiencies and ensure a successful event {i.e., acquire
and identify the target and engage it with a weapon).

The program altered the event scenario for three of
these events, as well as the twelfth event, specifically to
work around F-35 system deficiencies (e-g., changing
target spacing or restricting target maneuvers and
countermeasures).

- The performance of the Block 2B-configured F-35, if used
in combat, will depend in part on the degree to which the
enemy’s capabilities exceed the constraints of these narrow
scenarios and the operational utility of the workarounds
necessary for successful weapons employment.

The Block 3F WDA events plan currently contains events

that will test Block 3F capabilities to employ the GBU-12

Paveway II laser-guided bomb, GBU-31/32 Joint Direct

Attack Munition (JDAM), Navy Joint Stand-off Weapon

(JSOW)-C1, Small Diameter Bomb I (SDB-1), AIM-120C

Advanced Medium-Range Air-to-Air Missile (AMRAAM),

AIM-9X, and the gun in the full operating environment of

each variant.

The Block 3F developmental test WDA plan contains

48 events in the approved Test and Evaluation Master

Plan (TEMP), plus two WDA events deferred from

Block 2B, for a total of 50. These 50 WDA events cannot
be accomplished within the remaining time planned by

the Program Office to complete Block 3F flight test (by
May 2017, per the program’s master schedule), nor by July
2017 (the most recent briefed date to complete Block 3F

flight test from the Program Office), and support the date
in the IMS for the Block 3F fleet release (August 2017).
The past WDA event execution rate is approximately one
event per month. The test team would need to triple this
rate to complete all WDA events in the approved TEMP
by May 2017. However, these Block 3F events are more
complex than the Block 2B and 3i events.

. In an attempt to meet the schedule requirements for
weapon certification, the Program Office has identified
10 WDA events for the F-35A and 5 events for the
F-35B and F-35C that must be accomplished during
Block 3F developmental testing. The program still
plans to accomplish the remaining 33 events, if schedule
margin allows. The overall result of the WDA events
must be that the testing yields sufficient data to evaluate
Block 3F capabilities. Deleting numerous WDA events
puts readiness for operational testing and employment in
combat at significant risk.

Verification Simulation (VSim)
« Due to inadequate leadership and management on the part

of both the Program Office and the contractor, the program
has failed to develop and deliver a Verification Simulation
(VSim) for use by either the developmental test team or the
JSF Operational Test Team (JOTT), as has been planned for
the past eight years and is required in the approved TEMP.
Neither the Program Office nor the contractor has accorded
priority to VSim development despite carly identification of
requirements by the JOTT, $250 Million in funding added
after the Nunn-McCurdy-driven restructure of the program
in 2010, warnings that development and validation planning
were not proceeding ina productive and timely manner, and
recent (but too late) intense senior management involvement.
The Program Office’s sudden decision in August 2015

to move the VSim to a Naval Air Systems Command
(NAVAIR)-proposed, government-led Joint Simulation
Environment (JSE), will not result in a simulation with

the required capabilities and fidelity in time for F-35
IOT&E. Without a high-fidelity simulation, the F-35
[OT&E will not be able to test the F-35’s full capabilities
against the full range of required threats and scenarios.
Nonetheless, because aircraft continue to be produced in
substantial quantities (all of which will require some Jevel of
modifications and retrofits before being used in combat), the
10T&E must be conducted without further delay to evaluate
F-35 combat effectiveness under the most realistic conditions
that can be obtained. Therefore, to partially compensate

for the lack of a simulator test venue, the JOTT will now
plan to conduct a significant number of additional open-air
flights during IOT&E relative to the previous test designs.
In the unlikely event a simulator test venue is available, the
additional flights would not be flown.

Suitability
« The operational suitability of all variants continues to be less

than desired by the Services and relies heavily on contractor
support and workarounds that would be difficult to employ in
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a combat environment. Almost all measures of performance

have improved over the past year, but most continue to be

below their interim goals to achieve acceptable suitability

by the time the fleet accrues 200,000 flight hours, the

benchmark set by the program and defined in the Operational

Requirements Document (ORD}) for the aircraft to meet

reliability and maintainability requirements,

Aircraft fleet-wide availability continued to be low,
averaging 51 percent over 12 months ending in
October 2015, compared to a goal of 60 percent.

- Measures of reliability that have ORD requirement
thresholds have improved since last year, but eight of
nine measures are still bejow program target values for
the current stage of development, although two are within
5 percent of their interim goal; one-—F-35B Mean Flight
Hours Between Maintenance Event (Unscheduled)- -is
above its target value,

F-35 aircraft spent 21 percent more time than intended
down for maintenance and waited for parts from supply for
51 percent longer than the program targeted. At any given
time, from 1-in-10 to 1-in-5 aircraft were in a depot facility
or depot status for major re-work or planned upgrades. Of
the fleet that remained in the field, on average, only half
were able to fly all missions of even a limited capability
set.

- The amount of time required to repair aircraft and return
them to flying status remains higher than the requirement
for the system when mature, but there has been
improvement over the past year.

- The program fielded new software for the Autonomic
Logistics Information System (ALIS) during 2015. All
fielded units transitioned from version 1.0.3 t02.0.0
between January and April 2015, Additional increments
were tested—2.0.1 and 2.0.1.1—which included software
updates to correct deficiencies discovered in 2.0.1,
Version 2.0.1.1 sofiware was fielded to operational
units between May and October 2015. These versions
included new functions, improved interfaces, and fixes
for some of the deficiencies in the earlier ALIS versions.
However, many critical deficiencies remain which require
maintenance personnel to implement workarounds to
address the unresolved problems.

Live Fire Test and Evaluation (LFT&E)

The F-35 LFT&E program completed one major live fire test

series using an F-35C variant full-scale structural test article

(CG:0001) with an installed Pratt and Whitney F135 engine.

Preliminary test data analyses:

- Demonstrated the tolerance of the F13§ initial flight
release (IFR) configured engine to threat-induced fuel
discharge into the engine inlet

- Confirmed the expected vulnerabilities of the fuel tank
structure

The program demonstrated performance improvements of

the redesigned fuel tank uliage inerting system in the F-35B

fuel system simulator (F SS). However, aircraft ground and
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flight tests, designed to validate the fiel system simulator
tests and aircraft system integration, revealed design
deficiencies that require further hardware and software
modifications.

The test plan to assess chemical and biological
decontamination of pilot protective equipment is not
adequate; no plans have been made to test either the Gen
11 or the Gen LIl HMDS. The Program Office is on track
to evaluate the chemical and biological agent protection
and decontamination systems in the fuli-up system-level
decontamination test planned for FY 16,

The Navy completed vulnerability testing of the F-35B
electrical and mission systems to the electromagnetic pulse
(EMP).

The F-35 program continues to collect data to support

the lethality evaluation of the 25 mm x 137 mm PGU-48
Frangible Armor Piercing (FAP) round, a designated round
for the F-35A variant, and the PGU-32/U Semi-Armor
Piercing High Explosive Incendiary-Tracer (SAPHEI-T)
ammunition currently designated for the F-35B and F-35C
variants. '

Air-5hip Integration and S hip Suitability

The Marine Corps conducted a suitability demonstration
with six operational F-35B aircraft onboard the USS Wasp
from May 18 — 29, 2015,

- As expected, the demonstration was not an operational test
and could not demonstrate that the F -35B is operationally
effective or suitable for use in combat. This is due to the
following:

* Lack of production-representative support equipment

* Provision of extensive supply support to ensure
replacement parts reached the ship faster than would be
expected in deployed combat operations

* Incompleteness of the available maintenance procedures
and technical data, which required extensive use of
contractor logistics support

= Lack of flight clearance to carry and employ combat
ordnance

* Lack of the full complement of electronic mission
systems necessary for combat on the embarked aircraft

* No other aircraft, and their associated equipment, that
would normally be employed with an Air Combat
Element (ACE) were present, other than three MH-608
rescue helicopters

- The USS Wasp demonstration event did, however, provide
useful training for the Marine Corps and amphibious
Navy with regards to F-358 operations onboard L-class
ships, and also provided findings relevant to the eventual
integration of the F-35B into the shipboard environment.
However, aircraft reliability and maintainability were
poor, so it was difficult for the detachment to keep more
than two to three of the six embarked aircraft in a flyable
status on any given day, even with significant contractor
assistance. Aircraft availability during the deployment was
approximately 55 percent. Around 80 percent availability



would be necessary to generate four-ship combat
operations consistently with a standard six-ship F-35B
detachment.
The second phase of F-35C ship suitability testing on CVN
class carriers, Developmental Test — Two (DT-2), was
conducted from October 2 — 10, 2015. Ship availability
delayed the start of DT-2 from the planned date in
August 2015. The principal goal of DT-2 was to perform

launch and recovery of the F-35C with internal stores loaded.

The Navy continues to work on numerous air-ship
integration issues including carrier Jet Blast Deflector (JBD)
design limitations, as well as improving support equipment,
hearing protection, and firefighting equipment.

Cybersecurity Testing

In accordance with DOT&E and DOD policy, the JOTT
developed and presented a cybersecurity operational test
strategy to DOT&E for approval in February 2015. This
strategy established a schedule and expectations for
cybersecurity testing of the JSF air system through the end
of SDD and IOT&E in late 2017. The strategy includes
multiple assessments aligned with the blocks of capability as
the program delivers them to the field in both the air vehicle
and ALIS. The test teams will conduct the assessments

on fielded, operational equipment. All testing requires
coordination from the JSF Program Executive Officer, via
an Interim Authority to Test (IATT). This testing is OT&E
where DOT&E approves plans and independently reports
results. The test strategy, approved by DOT&E, includes
end-to-end testing of all ALLS components and the F-35 air
vehicle.

The JOTT began planning Cooperative Vulnerability

and Penetration Assessments (CVPAs) and Adversarial
Assessments (AAs) of all ALIS components in the latest
configuration to be fielded—ALIS 2.0.1.1—as well as the
F-35 air vehicle in the Block 2B configuration. The JOTT
planned a CVPA for September 21 through October 2, 2015,
and an AA from November 9 - 20, 2015, However, the

test teams were not able to complete the CVPA as planned
because the Program Office failed fo provide an IATT due to
insufficient understanding of risks posed to the operational
ALIS systems by cybersecurity testing. This testing was
postponed and combined with an AA, planned to take place
in early November 2015. However, the Program Office
approved only a partial IATT, which allowed a CVPA of
the ALIS components at Edwards AFB, California, and a
CVPA of the Operational Central Point of Entry (CPE)—a
major network hub in the overall ALIS architecture—to
proceed. Although authorized, the AA for the CPE was not
accomplished because the [ATT was approved too late for
the AA team to make arrangements for the test. The limited
testing that was permitted revealed significant deficiencies
that must be corrected and highlighted the requirement to
complete all planned cybersecurity testing.

Only ALIS components were planned to be tested in these
events in late 2015; inclusion of the air vehicle is planned for

future events. An end-to-end enterprise event, which links

each component system, including the air vehicle, is required
for adequate cybersecurity operational testing.

Pilot Escape System

The program conducted two sled tests on the pilot escape
system in July and August 9015 that resulted in failures of
the system to successfully eject a manikin without exceeding
load/stress limits on the manikin. These sled tests were
needed in order to qualify the new Gen 111 HMDS for flight
release. In July 2015, asled teston a 103-pound manikin
with a Gen I1I helmet at 160 knots speed demonstrated the
system failed to meet neck injury eriteria. The program did
not consider this failure to be solely caused by the heavier
Gen 111 helmet, primarily due to similarly poot test results
observed with the Gen 11 helmet on a 103-pound manikin
in 2010 tests. The program conducted another sled test in
August 2015 using a 136-pound manikin with the Gen 111
helmet at 160 knots. The system also failed to meet neck
injury ctiteria in this test. Similar sled testing with Gen 11
helmets in 2010 did not result in exceedance of neck loads
for 136-pound pilots.

After the latter failure, the Program Office and Services
decided to restrict pilots weighing less than 136 pounds from
flying any F-35 variant, regardless of helmet type (Gen 1l or
Gen 1II). Pilots weighing between 136 and 165 pounds are
considered at less risk than lighter weight pilots, but still at
an increased risk (compared to heavier pilots). The level of
risk was labeled “serious” by the Program Office based on
the probability of death being 23 percent, and the probability
of neck extension (which will resuit in some level of injury)
being 100 percent. Currently, the Program Office and the
Services have decided to accept this level of risk to pilots

in this weight range, although the basis for the decision to
accept these risks is unknown.

In coordination with the Program Office, the ejection seat
contractor funded a proof-of-concept ejection sled test in
October to assess the utility of a head support panel (HSP),
a fabric mesh behind the pilot’s head and between the
parachute risers, to prevent exceeding neck loads during
the ejection sequence for lighter weight pilots. Based on
the initial results, the Program Office and Services are
considering seat modifications that would include the HSF,
but they may take at least a year to verify improvement and
install them onto aircraft. Additional testing and analyses
are also needed to determine the risk to pilots of being
harmed by the transparency removal system (which shatters
the canopy before, and in order for, the seat and pilot leave
the aircraft) during ejections in other than ideal, stable
conditions (such as after battle damage or during out-of-
control situations).

The program began delivering F-35 aircraft with a
water-activated parachute release system in later deliveries
of Lot 6 aircraft in 2015. This system, common in current
fighter aircraft for many years, automatically jettisons the
parachute when the pilot enters water after ejection; in the
case of pilot incapacitation, an automatic jettisoning of the
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parachute canopy is essential for aircrew survival, In June
2012, while reviewing preparations to begin training pilots at
Eglin AFB, Florida, the Program Office accepted the serious
risk of beginning training without the water-activated release
system installed in the early production lots of training
aircraft. At that time, the Program Office expected the full
qualification of the system to be completed by the end of
2012,

System

The F-35 ISF program is a tri-Service, multi-national,
single-seat, single-engine family of strike aircraft consisting
of three variants:

- F-35A Conventional Take-Off and Landing (CTOL)
- F-35B Short Take—Oﬁ)’Vertical-Landing (STOVL)
~ F-35C Aircraft Carrier Variant (CV)

It is designed to survive in an advanced threat (year 2015 and
beyond) environment using numerous advanced capabilities.
It is also designed to have improved iethality in this
environment compared to legacy multi-role aircraft.

Using an active electronically scanned array radar and other
sensors, the F-35 is intended to employ precision-guided
bombs such as the GBU-31/32 JDAM, GBU-39 SDB,

Navy JSOW-C1, AIM-120C AMRAAM, and AIM-9X
infrared-guided short-range air-to-air missile.

The program provides mission capability in three increments:

- Block 1 (initial training; two increments were fielded:
Blocks 1A and 1B)

- Block 2 (advanced training in Block 2A and limited
combat capability in Block 2B)

- Block 3 (limited combat in Block 3; and full combat
capability in Block 3F)

The F-35 is under development by a partnership of countries:

the United States, Great Britain, Italy, the Netherlands,

Turkey, Canada, Australia, Denmark, and Norway.

Mission

The Combatant Commander will employ units equipped
with F-35 aircraft to attack targets during day or night, in

all weather conditions, and in highly defended areas of joint
operations,

The F-35 will be used to attack fixed and mobile land targets,
surface units at sea, and air threats, including advanced
aircraft and cruise missiles,

Major Contractor
Lockheed Martin, Aeronautics Division — Fort Worth, Texas

Test Strategy, Planning, and Resourcing
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The Program Office continues to plan for a start of IOT&E
in August 2017, three months after the program’s planned
completion of developmental flight test in May 2017, or
one month later than the recently briefed date of July 2017.
In the intervening three months, the program must complete
all the analyses and certification requirements to allow final

preparations for IOT&E to begin. There are clear indications
that it is no longer possible to meet the requirements to start

an adequate IOT&E at that time, Specifically:

- The program’s joint test plans for Block 3F mission

Systems testing contain more testing than can be completed
by May 2017, which is the planned end of Block 3F flight
test, according to the most recent program schedule,

Even extending until the end of July 2017 to compete

System Development and Demonstration (SDD) flight

test is not realistic. Instead, the program will likely not

finish Block 3F development and flight testing prior to

January 2018, based on the following;

* Continuing a six test point per flight accomplishment
rate, which is equal to the CY15 rate observed through
the end of November

= Continuing a flight rate of 6.8 flights per month with the
6 mission systems developmental test aircraft assigned
to Edwards AFB, as was achieved through the end of
November 2015, exceeding the planned rate of 6 flights
per month (if the flight rate deteriorates to the planned
rate of 6 flights per month, then testing will not compiete
until May 2018)
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* Completing the full Block 3F mission systems test plan
(i.e., all original 7,230 baseline and budgeted non-
baseline test points in the Block 3F joint test plan)

= Continuing the CY15 discovery rate of 5 percent

- Based on these projected completion dates for Block 3F

developmental testing, IOT&E would not start earlier than
August 2018. The program could, as has been the case in
testing previous software increments, determine that test
points in the plan are no longer required for the Block 3F
fieet release. However, the program wiil need to ensure
that deleting and/or deferring testing from Block 3F before
the end of SDD and the start of IOT&E does not result in
increasing the likelihood of discovery in IOT&E or affect
the assessment of mission capability. Whatever capability
the program determines as ready for IOT&E will undergo
the same realistic and rigorous combat mission-focused
testing as a fully functioning system.

The 48 Block 3F developmental test weapons delivery
accuracy (WDA) events in the approved Test and
Evaluation Master Plan (TEMP), pius two test events
deferred from Block 2B, will not be accomplished by the
planned date of May 201 7, according to the program’s
official schedule, nor by July 2017, a more recently
briefed date for the completion of SDD flight test, unless
the program is able to significantly increase their historic
WDA completion rate. In order to meet the schedule
requirements for weapon certification, the Program Office
has identified 10 WDA events for the F-35A and 5 events



for the F-35B and F-35C that must be accomplished during

Block 3F developmental testing. The program plans to
accomplish the remaining 33 events as schedule margin
allows.

- Modifying the fleet of operational test aircraft to the

required production-representative Block 3F configuration,

with the TEMP-required instrumentation capability, will
not be complete before August 2017,

- The Program Office did not put the Block 3F Verification
Simulation (VSim) development on contract in early
2015, as was needed in order to complete development
for IOT&E. The Program Office decided instead to
move from VSim to the Joint Simulation Environment
(JSE), which will result in a fully verified, validated, and
accredited simulator not being ready in time for IOT&E.

» Comparison testing provides insight into the capabilities

available from new weapon systems relative to the legacy

systems they replace. Since the Department plans to retire

a large portion of its tactical aircraft inventory and replace

them over time with the F-35, comparison testing will

be a part of the Block 3F IOT&E. The JSF Operational

Test Team (JOTT), in coordination with DOT&E staff,

began to develop test plans for IOT&E, which will include

comparisons of the F-35 with the A-10 in the Close

Air Support role and with the F-16C (Block 50) in the

Suppression of Enemy Air Defense/Destruction of Enemy

Air Defenses (SEAD/DEAD) mission area. Comparison

testing involving other strike aircraft is under consideration

by the JOTT and DOT&E.

JSF follow-on development will integrate additional

capabilities in Block 4, address deferrals from Block 3F to

Block 4, and correct deficiencies discovered during Block 3F

development and IOT&E.

The program plans to complete Block 3F software
development in 2016 and flight testing in early 2017.
The next planned software delivery will be a Block 4
build in 2020, creating a four year gap between planned
software releases. Considering the large number of open
deficiencies documented from Blocks 2B and 3i testing,
the ongoing discovery of deficiencies during Block 3F

testing, and the certainty of more discoveries from [OT&E,
the program needs to plan for additional Block 3F software

builds and follow-on testing prior to 2020.

- As has been the case with the F-22, the F-35 program
will remain on DOT&E oversight during follow-on
development and therefore must plan for and fund an
associated formal OT&E of each Block 4 increment prior
to release to operational units.

The program has proposed a “block buy” combining three

production lots comprising as many as 270 U.S. aircraft

purchases to gain near-term savings. A commitment to the

“block buy” could be necessary before IOT&E is complete.

In that case, entering a “block buy” would raise the following

questions:
- Is the F-35 program sufficiently mature to commit to
the “block buy?” The program continues to discover

significant problems during developmental testing that,

if not addressed with corrections or, in some cases,
labor-intensive workarounds, will adversely affect

the operational effectiveness and suitability of all

three variants; these deficiencies need to be corrected
before the system is used in combat. To date, the rate of
deficiency correction has not kept pace with the discovery
rate. Examples of well-known significant problems
include the immaturity of the Autonomic Logistics
Information System (ALIS), Block 3F avionics instability,
and several reliability and maintainability problems

with the aircraft and engine. Much of the most difficult
and time-consuming developmental testing, including
approximately 50 complex WDA events, remains to

be completed. Hence, new discoveries, some of which
could further affect the design or delay the program, are
likely to occur throughout the time the Department could
commit to the “block buy.” Recent discoveries that require
design changes, modifications, and regression testing
include the ejection seat for safe separation, wing fuel tank
over-pressurization, and the life-limitations of the F-35B
bulkhead. For these specific reasons and others, further
program delays are likely.

- Is it appropriate to commit to a “block buy” given that

essentially all the aircraft procured thus far require
modifications to be used in combat? Although still
officially characterized as low-rate, F-35 production rates
are already high. Despite the problems listed above, F-35
production rates have been allowed to steadily increase to
large rates, well prior to the IOT&E and official Full-Rate
Production (FRP) decision. Due to this concurrency of
development and production, approximately 340 aircraft
will be produced by FY 17 when developmental testing is
currently planned to end, and over 500 aircraft by FY19
when [OT&E will likely end and the FRP milestone
decision should occur. These aircraft will require a
still-to-be-determined list of modifications in order to
provide full Block 3F combat capability. However, these
modifications may be unaffordable for the Services as they
consider the cost of upgrading these early lots of aircraft
while the program continues to increase production rates in
a fiscally-constrained environment. This may potentially
result in left-behind aircraft with significant limitations for
years to come.

- Would committing to a “block buy” prior to the

completion of IOT&E provide the contractor with needed
incentives to fix the problems already discovered, as well
as those certain to be discovered during IOT&E? Would
it be preferred—and would it provide a strong incentive to
fix problems and deliver fully combat-capable aircraft—to
make the “block buy,” as well as any additional increases
in the already high annual production rate, contingent
upon successful completion of [OT&E? Similarly,

would the “block buy” also be consistent with the “fly
before you buy” approach to acquisition advocated by

the Administration, as well as with the rationale for the
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operational testing requirements specified in Title 10 U.S,
Code?

* This report includes assessments of the progress of testing

42

to date, including developmental and operational testing
intended to verify performance prior to the start of IOT&E.
- For developmental flight testing, the program creates plans

by identifying specific test points (discrete measurements

of performance under specific flight test conditions) for

accomplishment in order to determine capabilities as being
compliant with contract specifications.

« Baseline test points refer to points in the test plans
that must be accomplished in order to evaluate if
performance meets contract specifications.

« Non-baseline test points are accomplished for various
reasons. Program plans include a budget for some of
these points within the capacity of flight test execution.
The following describes non-baseline test points.

» Development points are test points required to “build
up” to, or prepare for, the conditions needed for
specification compliance (included in non-baseline
budgeted planning in CY 15).

» Regression points are test points flown to ensure
that new software does not introduce discrepancies
as compared to previous software (included in
non-baseline budgeted planning in CY15),

» Discovery points are test points flown to investigate
root causes or characterize deficiencies so that the
program can design fixes (not included in planning in
CY1S5).

- As the program developed plans for allocating test

resources against test points in CY15, the program
included a larger budget for non-baseline test points
{(development and regression points) for all test venues
(i.e., each variant of flight sciences and mission systems).
For CY 15 mission systems testing, planners budgeted

an additional 45 percent of the number of planned
baseline test points for non-baseline test purposes (e.g.,
development and regression points). In this report, growth
in test points refers to points flown in addition to the
planned amount of baseline and budgeted non-baseline
points (e.g., discovery points and any other added testing
not originally included in the formal test plan). The
program allocates budgeted non-baseline test points in
specific quantities to test categories (i.e., variant flight
science, Block 2B, 3i, and 3F mission systems).

The need to budget for non-baseline test points in the
CY15 plan is a result of the limited maturity of capability
in the early versions of mission systems software. In
CY15, when the first versions of Block 3F software were
planned to be introduced to flight testing, limited baseline
test points could be completed and development points
would be the majority of the type of points flown. Also,
as three versions of Block 3F software were planned to be
introduced to flight testing in CY 15, the test centers would
need to accomplish a large number of regression points.
Cumulative SDD test point data in this report refer to the
total progress towards completing development at the end
of SDD.

TEST FLIGHTS {AS OF NOVEMBER 2015)

AllTesting Flight Sciences Mission

Afl Variants F-35A F-35B F-35C Systems
2015 Actual 1,193 188 283 270 452
2015 Planned 1,281 231 311 256 483
Difference from Planned | 7.4% 22.9% 9.9% -5.2%6 6.99%
Cumulative Planned 6,242 1,489 ’ 1,844 1,188 1,721
Cumulative Actual 6416 1466 | 1898 | 1193 1864
Difference from Planned | 2.8% 5% | 27% 0.4% 83%
PriortoCY15Planned | 5049 1301 | 1,561 918 1,269
PrortoCY15Actual | 5135 1235 | 1382 937 1381
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]

TEST POINTS (AS OF NOVEMBER 2015)
AllTesting Flight Sciences' Mission Systems
F-35A F-358 F-35C
Budgeted Budgeted Budgeted Block Block | Block Budgeted
Atvariants | Block3F | pe Block3F | ne Block3F | Dudgete - Non- | Other
Basefine s Baseline Mot | paceline | o o % . F | Baseline’
Baseline? Basehine? Baseline?
2015 Test Points
Planned 8673 1,221 113 2,181 n 1,819 130 143 514 575 1,097 669
{by type)
I— 1 —
2015 Test Points
Accomplished {by 8011 1,196 62 2,003 191 1,910 59 160 459 674 834 453
type) I
E||:f::‘ee?jce from -76% -2.0% 45.1% -8.2% 95% 50% sag% | 119% | 88% | 172% | -240% 323%
Points Added
Beyond Budgeted 457 0 0 0 23 364 0 0 0
Nen-Baseline
{Growth Points)
[ ________——4___________________________
Test Point Growth
Percentage
(Growth “57% 0.0% 0.0% 0.0% 58.1% | 77.6% | 00% 0.0% 0.0%
Points/Test Points
Accomplished}
Total Points (by
type) Accomplished 8468 1,258 2,194 1,969 253 833 674 834 453
in 2015*
Cumulative Data
Cumulative SDD
Planned Baseline® 43611 10,919 13,995 10,650 6,232 699 575 N/A 541
Cumulative SDD 43528 10,978 13835 10729 5933 | 660 | 674 N/A 719
Actual Baseline
Difference from -02% 0.5% 1.1% 0.7% 48% | -56% | 17.2% N/A 32.9%
Planned
[ __————————__——————-.__—————— I
Estimated Test
Baseline Points 12,905 1,597 3,250 2,428 0 o 4841 N/A 789
Remaining
Estimated Non-
Baseline Test Points 2175 139 443 270 0 i} 1323 N/A [¢]
Remaining
1. Flight sciences test points for CY15 are shown only for Block 3F. Block 2B Flight Sciences testing was completed in CY14 for F-35A, May 2015 for F-358, and January 2015 for F-35C. Cumulative
numbers include all previous flight science activity.
2. These pointts account for planned development and regression test points built into the 2015 plar; additional points are considered "growth’
3. Represents mission systems activity not directly associated with Block capability (e.g.. radar cross section characterization testing, test points to validate simulator).
4, Total Points Accomplished = 2015 Basaline Accomplished + Added Points
L $. SD[ - System Design and Development

F-35A Flight Sciences
Flight Test Activity
. F-35A flight scie

- Internal gun testing

- Flight envelope expansion with external weapons required
for Block 3F weapons capability

. Air refueling qualification with Italian and Australian
tanker aircraft

- Testing to mitigate fuel system over-pressurization
conditions caused by fuel and On-Board Inert Gas
Generation System (OBIGGS) gas pressure stacking
within the system

with AF-1, AF-2, and AF-4 Test Aircraft

nces testing focused on:
but was 2

team flew

points for

F-35A Flight Sciences Assessment
« Through the end of November, the test team flew 23 percent
more flights than planned (231 flown versus 188 planned),

percent behind the plan for Block 3F baseline test

point completion (1,196 test points accomplished versus
1,221 planned). By the end of November 2015, the test

an additional 62 test points for regression of

new air vehicle software (which were part of the budgeted
non-baseline test points allocated for the year) and 238

air refueling qualification with partner nation

tanker aircraft (these points are not included in the table of
test flights and test points above). All F-35A flight sciences
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testing accomplished in CY15 was reievant to Block 3F = Under certain flight conditions, air enters the siphon
requirements, fuel transfer line and causes the pressure in the siphon

* All Block 2B flight sciences test points were completed in fuel tank to exceed allowable limits in all variants. As
CY14 and provided the basis for the F-35A Block 2B fleet aresult, the program imposed an aircraft operating
release to the training and operational units in August 2015, limitation (AOL) on developmental test aircraft limiting
The Block 2B flight sciences test points also provided the maneuvering flight for each variant (e.g. “2” load during
basis for Block 3i initial flight clearances needed for Lot 6 maneuvering). F-35A developmental test aircraft with the
and Lot 7 production aircraft delivered in CY15. There is no most recent fuel tank ullage inerting system modifications
additional flight envelope provided by Block 3i compared to are limited to 3.8 g’s when the aircraft is fully fueled. The

Block 2B. allowable g increases as fuel is consumed and reaches
* The following details discoveries in F-35A flight sciences the full Block 2B 7.0 g envelope (a partial envelope
testing: compared to full Block 3F) once tota] fue] remaining

- Testing to characterize the thermal environment of the
weapons bays demonstrated that temperatures become
excessive during ground operations in high ambjent
temperature conditions and in-flight under conditions
of high speed and at altitudes below 25,000 feet. Asa
result, during ground operations, fleet pilots are restricted
from keeping the weapons bay doors closed for more
than 10 cumulative minutes prior to take-off when
internal stores are loaded and the outside air temperature
is above 90 degrees Fahrenheit. In flight, the 10-minute
restriction also applies when flying at airspeeds equal to
or greater than 500 knots at altitudes below 5,000 feet;
550 knots at altitudes between 5,000 and 15,000 feet; and
600 knots at altitudes between 15,000 and 25,000 feet.
Above 25,000 feet, there are no restrictions associated
with the weapons bay doors being closed, regardless
of temperature. The time limits can be reset by flying
10 minutes outside of the restricted conditions (i.e., slower
or at higher altitudes). This will require pilots to develop
tactics to work around the restricted envelope; however,
threat and/or weather conditions may make completing the
mission difficult or impossible using the work around.

- Testing to characterize the vibrational and acoustic
environment of the weapons bays demonstrated that
stresses induced by the environment were out of the flight
qualification parameters for both the AIM-120 missile and
the flight termination system (telemetry unit attached to the
missile body required to satisfy range safety requirements
for terminating a live missile in a flight test). This resulted
in reduced service life of the missile and potential fajlure

is 10,213 pounds or less, or roughly 55 percent of full
fuel capacity, for developmental test aircraft with test
control team monitoring (through instrumentation) of
the fuel system. For developmental test aircraft without
fuel system monitoring, the full Block 2B 7.0 g envelope
becomes available at 9.243 pounds, or roughly 50 percent
of full fuel capacity. Flight testing to clear the F-35A to
the full Block 3F 9.0 g envelope, planned to be released
in late 2017, is being conducted with developmental test
aircraft with fuel system monitoring. Fleet F-35A ajrcraft
are limited to 3.0 g’s when fully fueled and the allowable
8 is increased as fuel is consumed, reaching the full
Block 2B 7.0 g envelope when approximately 55 percent
of full fuel capacity is reached, The program modified
the AF-4 test aircraft in October and November with the
addition of a relief line, controlled by a solenoid valve, to
vent the affected siphon tanks, and a check valve on the
inert gas line feeding the tanks. The test team completed
testing of the modified design in late November 2015:
the results are under review. Until relieved of the z
restrictions, operational units wil] have to adhere to a
reduced maneuvering (i.e., less “g available™) envelope in
operational planning and tactics; for example, managing
threat engagements and €scape maneuvers when in
the restricted envelope where less g is available, This
restriction creates an operational challenge when forward
operating locations or ajr refueling locations are close
1o the threat/target arena, resulting in high fisel weights
during engagements.

- Testing of operational “dog-fighting” maneuvers showed
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of the telemetered missile termination system required for
range safety.

- Deficiencies in the sequencing of release commands for

the Small Diameter Bomb (SDB) from the Bomb Rack
Unit-61, which provides the interface between the SDB
and the aircraft, were discovered in the lab and verified in
aircraft ground testing. The program will assess software
corrections to address these deficiencies in future flight
testing,

Mechanical rubbing between the gun motor drive and the
wall of the gun bay was discovered during initial ground
testing of the gun on the AF-2 test aircraft, requiring
structural modifications to the bay and alterations to the
flow of cooling air and venting of gun gasses.
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that the F-35A lacked sufficient energy maneuverability to
sustain an energy advantage over fourth generation fighter
aircraft. Test pilots flew 17 engagements between an
F-35A and an F-16D, which was configured with external
fuel tanks that limited the F-16D envelope to 7.0 g’s,

The F-35A remained at a distinet energy disadvantage

on every engagement, Pitch rates were also problematic,
where full aft stick maneuvers would result in less than
full permissible g loading (i.e., reaching 6.5 g when limit
was 9.0 g), and subsequent rapid loss of energy. The slow
pitch rates were observed at slower speeds——in gun
engagement, for example —that restricted the ability of an
F-35A pilot to track a target for an engagement,



+ The program completed the final weight assessment of the
F-35A air vehicle for contract specification compliance
in April with the weighing of AF-72, a Lot 7 production
aircraft. Actual empty aircraft weight was 28,999 pounds,
372 pounds below the planned not-to-exceed weight of
29,371 pounds. The program has managed the weight
growth of the F-35A air vehicle with no net weight growth
for the 76 months preceding the final weight assessment.
Weight management of the F-35A is important for meeting
performance requirements and structural life expectations.
The program will need to continue disciplined management
of the actual aircraft weight beyond the contract specification
as further discoveries during the remainder of SDD may add
weight and result in performance degradation that wouid
adversely affect operational capability.

F-35B Flight Sciences
Flight Test Activity with BF-1, BF-2, BF-3, BF-4, and BF-5 Test
Aircraft
» F-35B flight sciences focused on:
- Completing Block 2B flight envelope testing by the end of
May
- Flight envelope expansion with external weapons,
including Paveway IV bombs, required for Block 3F
weapons capability
- Testing to characterize and mitigate fuel system
over-pressurization conditions caused by fuel and
OBIGGS gas pressure stacking within the system
- Air refueling testing, including low altitude air refueling
with KC-130 tanker aircraft
- Testing of control authority during landings in crosswind
conditions, both with and without external stores

F-35B Flight Sciences Assessment
+ Through the end of November, the test tcam was abie

to fly 10 percent more flights than planned (311 flown

versus 283 planned), but accomplished 8 percent less than

the planned Block 3F baseline test points (2,003 points
accomplished versus 2,181 planned). The team flew an
additional 191 test points for regression of new air vehicle
software, which were part of the budgeted non-baseline
points planned for CY15. The team also completed four test
points needed to complete the Block 2B flight envelope. The
program also declared that 23 planned Block 2B baseline
points were no longer required.

» The following details discoveries in F-35B flight sciences
testing:

- Testing to characterize the thermal environment of the
weapons bays demonstrated that temperatures become
excessive during ground operations in high ambient
temperature conditions. As a result, during ground
operations, fleet pilots are restricted from keeping the
weapons bay doors closed for more than 10 cumulative
minutes prior to take-off when internal stores are loaded
and the outside air temperature is above 90 degrees
Fahrenheit. Time with the weapons bay doors closed in
flight is currently not restricted.

- Under certain flight conditions, air can enter the siphon
fuel transfer line and cause the pressure in the siphon
fuel tanks to exceed allowable limits in all variants.

As a result, the program imposed an aircraft operating
limitation (AOL) on developmental test aircraft limiting
maneuvering flight for each variant. The program
implemented a partial mitigation in software on the
F-35B. For F-35B developmental aircraft with the most
recent fuel tank ullage inerting system modifications,

the AOL limits maneuvers to 5.0 g’s when the aircraft

is fully fueled, but the allowable g increases as fuel is
consumed. The full Block 2B 5.5 g envelope (a partial
envelope compared to Block 3F) is available once total
fuel remaining is approximately 13,502 pounds, or roughly
96 percent fuel remaining for developmental test aircraft
with ground station monitoring of the fuel system, and
7,782 pounds or less, or roughly 56 percent fuel remaining
for developmental test aircraft without monitoring. Flight
testing to clear the F-35B to the full Block 3F 7.0 g
envelope, planned to be released in late 2017, is being
conducted with developmental test aircraft with fuel
system monitoring. Fleet F-35B aircraft are limited to

3.0 g’s when fully fueled and the atlowable g is increased
as fuel is consumed, reaching the full Block 2B envelope
of 5.5 g’s at roughly 63 percent of fuel remaining. The
program has successfully developed and tested a hardware
change on the F-35B to correct the overpressure problem
involving the addition of a relief line controlled by a check
valve to vent the affected siphon tanks. Once installed

in fleet aircraft, the relief line and check valve will
prevent the pressure in the siphon tanks from exceeding
the allowable limits. Until the F-35B aircraft have the
modification that relieves the g restrictions, operational
units will have to adhere to a reduced maneuvering (i.e.,
less “g available™) envelope in operational planning and
tactics; for example, managing threat engagements and
escape maneuvers when in the restricted envelope where
less g is available. This restriction creates an operational
challenge when forward operating locations or air
refueling locations are close to the threat/target arena.

- Airrefueling with strategic tankers (KC-135 and KC-10)
was restricted to use of centerline boom-to-drogue adapter
(BDA) refueling only. Refueling from tanker wing pods
was prohibited due to response anomalies from the hose
and reel assemblies and the F-35B aircraft with the air
refueling receptacle deployed.

Weight management of the F-35B aircraft is critical to

meeting the Key Performance Parameters (KPPs) in the

Operational Requirements Document (ORD), including

the vertical lift bring-back requirement, which will be

evaluated during IOT&E. This Key Performance Parameter

(KPP) requires the F-35B to be able to fly an operationally

representative profile and recover to the ship with the

necessary fuel and balance of unexpended weapons (two
1,000-pound bombs and two AIM-120 missiles) to safely
conduct a vertical landing.
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- The program completed the final weight assessment of the

F-35B air vehicle for contract specification compliance in
May 2015 with the weighing of BF-44, a Lot 7 production
aircraft. Actual empty aircraft weight was 32,442 pounds,
only 135 pounds below the planned not-to-exceed weight
0f 32,577 pounds and 307 pounds (less than 1 percent)
below the objective vertical lift bring-back not-to-exceed
weight of 32,749 pounds.

The program will need to continue disciplined
management of weight growth for the F-35B, especially
in light of the small weight margin available and the
likelihood of continued discovery through the remaining
two years of development in SDD.

F-35C Flight Sciences
Flight Test Activity with CF-1, CF-2, CF-3, and CF-5 Test Aircraft
F-35C flight sciences focused on:

Completing Block 2B testing by the end of January 2015

- Ship suitability testing in preparation for the next set

of ship trials (DT-2), originally planned for August, but
slipped to October 2015 due to carrier availability

Flight envelope expansion with external weapons, required
for Block 3F weapons capability

- Testing with wing spoilers to reduce the adverse effects

of transonic roll off in the portions of the flight envelope
where it occurs

High angle of attack testing

Testing of contro] authority during landings in crosswind
conditions, both with and without external stores

Testing of landings on wet runways and the effectiveness
of anti-skid braking procedures

Air refueling testing

Initial testing of the Joint Precision Approach and Landing
System

F-35C Flight Sciences Assessment

* Through the end of November, the test team flew 5 percent
less than planned flights (256 flown versus 270 planned),
but accomplished 5 percent more than the planned Block 3F
baseline test points (1,910 points accomplished versus
1,819 planned). The team flew an additional 59 test points
for regression of new software, which were part of the
budgeted non-baseline points planned for the year. With
the exception of three high angle of attack test points in
Tanuary for the Block 2B envelope, all testing in CY15
supported Block 3F testing requirements.

The following details discoveries in F-35C flight sciences
testing:
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Under certain flight conditions, air can enter the siphon
fuel transfer line and cause the pressure in the siphon
fuel tank to exceed allowable limits in all variants. The
program imposed an AOL on developmental test aircraft,
limiting maneuvering flight for each variant. On F-35C
developmental test aircraft with the most recent fuel
tank ullage inerting system modifications, the AOL
limits maneuvers to 4.0 g’s when the aircraft is fully
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fueled and the allowable g increases as fuel is consumed.
The full Block 2B 6.0 g envelope (a partial envelope
compared to Block 3F) is available with 18,516 pounds
or roughly 93 percent fuel remaining for developmental
test aircraft with test control team monitoring (through
instrumentation) of the fuel system, and 8,810 pounds

or roughly 40 percent fuel remaining for developmental
test aircraft without monitoring. Flight testing to clear
the F-35C to the full Block 3F 7.5 g envelope, planned

to be released in late 2017, is being conducted with
developmental test aircraft with fuel system monitoring,
The program has developed and tested a correction
involving the addition of a relief line controlied by a check
valve to vent the affected siphon tanks on the F-35B,
which has very similar fuel system siphoning architecture
as the F-35C. However, the program has not tested the
pressure relief design in flight on an F-35C. Fleet F-35C
aircraft are limited to 3.0 g’s when fully fueled and the
allowable g is increased as fuel is consumed, reaching the
full Block 2B envelope of 6.0 g’s at roughly 43 percent
of total fizel quantity remaining. Until relieved of the

g restrictions, operational units will have to adhere to a
reduced maneuvering (i.e., less “g available”) envelope in
operational planning and tactics; for example, managing
threat engagements and escape maneuvers when in

the restricted envelope where less g is available. This
restriction creates an operational challenge when forward
operating locations or air refueling locations are close to
the threat/target arena.

Air refucling with strategic tankers (KC-135 and KC-10)
was restricted to use of centerline BDA refueling only.
Refueling from tanker wing pods was prohibited due to
response anomalies from the hose and reel assemblies
and the F-35C aircraft with the air refueling receptacle
deployed.

- The Patuxent River test center (Maryland) conducted

an assessment of the effects of transonic roll off (TRO),
which is an un-commanded roll at transonic Mach
numbers and elevated angles of attack. The test center
also assessed buffet, which is the impact of airflow
separating from the leading edge of the wing that collides
and “buffets” aft areas of the wing and aircraft on basic
fighter maneuvering. TRO and buffet occur in areas of the
maneuvering envelope that cannot be sustained for long
periods of time, as energy depletes quickly and airspeed
transitions out of the flight region where these conditions
manifest. However fleeting, these areas of the envelope
are used for critical maneuvers. The testing determined
that TRO, observed to cause up to 8 degrees angle of bank,
adversely affected performance in defensive maneuvering
where precise control of bank angles and altitude must be
maintained while the F-35C is in a defensive position and
the pilot is monitoring an offensive aircraft. The test pilots
observed less of an effect when the F-35C is conducting
offensive maneuvering. However, buffet degrades precise



aircraft control and the readability of heads-up-display
symbology in the HMDS during execution of certain
critical offensive and defensive tasks, such as defensive
manevers.

- The program completed two test flights in February with
CF-2, an instrumented flight sciences test aircraft modified
with spoilers, to investigate the effects on flying qualities
when using control laws to deploy spoilers in the flight
regions where buffet and TRO manifest (between Mach
0.92 and 1.02 and above 6 degrees angle-of-attack).

» Testing showed the spoilers reduced buffet at some flight

conditions, but also may increase buffet under other
flight conditions, and reduced the magnitude of TRO
when experienced; an observation predicted by wind
tunne} testing,

= Pilots reported that spoilers made a measurable
difference in the buffet-laden region of the flight
envelope but, due to the transient nature of buffet, the
operational significance may be low.

« Operational testing of the F-35C will need to assess
the effect of TRO and buffet on overall mission
effectiveness.

+  Weight management is important for meeting air vehicle

performance requirements, including the KPP for recovery

approach speed to the aircraft carrier, and structural life
expectations. These estimates arc based on measured
weights of components and subassemblies, calculated
weights from approved design drawings released for

build, and estimated weights of remaining components.

These estimates are used to project the weight of the

first Lot 8 F-35C aircraft (CF-28) planned for delivery in

March 2016, which will be the basis for evaluating contract

specification compliance for aircraft weight.

- The current F-35C estimate of 34,582 pounds is 286
pounds (less than 1 percent) below the planned not-to-
exceed weight of 34,868 pounds.

The program will need to ensure the actual aircraft weight
meets predictions and continue rigorous management

of the actual aircraft weight beyond the technical
performance measurements of contract specifications in
CY16. The program will need to accomplish this through
the balance of SDD to avoid performance degradation that
would affect operational capability.

aircraft to the Block 2B configuration through a series of
modifications and retrofits. As of the end of November,

9 F-35A and 12 F-35B aircraft had been modified to the
Block 2B configuration and 4 F-35A were undergoing
modifications. Two F-35B aircraft, which are on loan to
the Edwards AFB test center to support mission systems
developmental flight testing, have been modified to the
Block 3F configuration, leaving one F-35A and one F-35B
in the Block 1B configuration. Additional modifications
will be required to configure these aircraft in the Block 3F
configuration.

Block 2A. The program designated Block 2A for
advanced training capability and delivered aircraft in
production Lots 4 and 5 in this configuration. No combat
capability is available in Block 2A. The U.S. Services
accepted 62 aircraft in the Block 2A configuration

(32 F-35A aircraft in the Air Force, 19 F-35B aircraft in
the Marine Corps, and 11 F-35C aircraft in the Navy).
Similar to the Block 1A and Block 1B aircraft, the
Services have upgraded these aircraft to the Block 2B
configuration with modifications and retrofits, although
fewer modifications were required. By the end of
September, all 62 Lot 4 and 5 aircraft had been modified to
the Block 2B configuration. One F-35C aircraft, which is
on loan to the Edwards AFB test center, has been modified
to the Block 3F configuration to suppert mission systems
developmental flight testing. Additional modifications will
be required to fully configure these aircraft in the Block 3F
configuration.

Block 2B. The program designated Block 2B for initial,
limited combat capability for selected internal weapons
(AIM-120C, GBU-31/32 JDAM, and GBU-12). This
block is not associated with the delivery of any lot of
production aircraft. Block 2B mission systems software
began flight testing in February 2013 and finished in

April 2015. Block 2B is the software that the Marine
Corps accepted for the F-35B Initial Operational
Capability (I0C) configuration.

Block 3i. The program designated Block 3i for delivery
of aircraft in production Lots 6 through 8, as these aircraft
include a set of upgraded integrated core processors
(referred to as Technical Refresh 2, or TR-2). The
program delivered Lot 6 aircraft with a Block 3i version
that included capabilities equivalent to Block 2A in

Lot 5. Lot 7 aircraft are being delivered with capabilities

Mission Systems
Flight Test Activity with AF-3, AF-6, AF-7, BF-4, BF-5, BF-17, BF-18,
CF-3, and CF-8 Flight Test Aircraft and Software Development
Progress
. Mission systems are developed, tested, and fielded in
incremental blocks of capability.
. Block 1. The program designated Block 1 for initial
training capability in two increments: Block 1A for Lot 2
(12 aircraft) and Block 1B for Lot 3 aircraft (17 aircraft).
No combat capability is available in either Block 1
increment. The Services have upgraded a portion of these

equivalent to Block 2B, as will Lot 8 aircraft. Block 3i
software began flight testing in May 2014 and completed
baseline testing in October 2015, eight months later than
planned in the Integrated Master Schedule (IMS). The
program completed delivery of the U.S. Service’s Lot 6
aireraft in 2015 (18 F-35A, 6 F-35B, and 7 F-35C aircraft).
The delivery of Lot 7 aircraft began in August 2015, with
four F-35A aircraft delivered to the U.S. Air Force. By

the end of November, the program had delivered 13 F-35A
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Lot 7 aircraft to the U.S. Air Force and two F-35B Lot 7
aircraft to the Marine Corps.

- Block 3F. The program designated Block 3F as the
full SDD capability for production Lot 9 and later.
Flight testing with Block 3F software on the F-35 test
aircraft began in March 2015. Aircraft from production
Lots 2 through 5 will need to be modified, including
the installation of TR-2 processors, to have Block 3F
capabilities,

Mission systems testing focused on:

- Completing Block 2B flight testing
Completing Block 3i flight testing

- Beginning Block 3F flight testing

- Regression testing of corrections to deficiencies identified

in Block 2B and Block 3i flight testing
- Testing of the Gen IIl HMDS
The six mission systems developmental flight test aircraft
assigned to the Edwards AFB test center flew an average
rate of 6.8 flights per aircraft, per month in CY15 through
November, exceeding the planned rate of 6.0 by 13 percent,
and flew 107 percent of the planned flights (483 flights
accomplished versus 452 planned).
The program prioritized flight test activity early in the year
to complete Block 2B flight testing. The program declared
testing complete on Block 2B software at the end of April.
The program made the decision, in part, based on schedule,
to support the need for moving forward with Block 3i and
Block 3F testing, which required modifying the mission
systems test aircraft with upgraded TR-2 processors.
The Edwards AFB test center used production operational
test aircraft, assigned to the operational test squadron
there, to assist in accomplishing developmental test points
of Block 2B capabilities throughout the yeat, including
augmenting testing requiring formation flight operations.

Mission Systems Assessment
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Block 2B Development

- The program completed Block 2B mission systems testing

and provided a fleet release version of the software with
deficiencies identified during testing.

- The program attempted to correct deficiencies in the
fusion of information —from the sensors on a single
aircraft and between aircraft in formation—identified
during flight testing in late CY 14 and early CY15 of the
planned final Block 2B software version. The test team
flew an “engineering test build” (ETB) of the software

designated 2BS5.2ETB. on 17 test flights using 3 different

mission systems test aircraft in March. Although some

improvement in performance was observed, distinguishing

ground targets from clutter continued to be problematic.
As aresult, the program chose to field the final (prior

to the ETB) version of Block 2B sofiware and defer
corrections to Block 3i and Block 3F.

- Five mission systems deficiencies were identified by the
Air Force as “must fix” for the final Block 3i software
release, while the Marine Corps did not require the
deficiencies to be fixed in Block 2B. These deficiencies

F-35 JSF

were associated with information displayed to the pilot

in the cockpit concerning performance and accuracy of
mission systems functions related to weapon targeting,
radar tracking, status of fused battlespace awareness data,
health of the integrated core processors, and health of the
radar. Another deficiency was associated with the time

it takes to download files in order to conduct a mission
assessment and debriefing,

Continuing to work the Block 2B deficiencies would

have delayed the necessary conversion of the labs and the
developmental test aircraft to the Block 3i and Block 3F
configuration, delaying the ability for the program to
complete Block 31 testing needed for delivery of aircraft
from production Lots 6 and 7, and starting flight testing of
Block 3F software.

The program deferred two WDA events from Block 2B

to Block 3F as a result of the decision to stop Block 2B
testing in April. This deferred work will add more
pressure to the already demanding schedule of Block 3F
WDA events.

The program attempted to correct known deficiencies from
flight testing of Block 2B software in the Block 3i software
product line (i.e., mission systems labs and Block 3i

flight test aircraft). The program corrected some of these
deficiencies and, as of the end of November 2015, planned
to transfer these corrections to a new version of Block 2B
software (2BS5.3) for a release in CY16. In order to
accomplish this, the program needs to use aircraft from the
operational test fleet, which will still be in the Block 2B
configuration, to test the 2B$5.3 software. However, this
entire process introduces inefficiencies in the program’s
progress for developing and testing Block 3F software.

Block 2B Fleet Release
- The program finished Block 2B developmental testing

in May (mission systems testing completed in April, and
F-35B flight sciences testing completed in May) and
provided the necessary data for the Service airworthiness
authorities to release Biock 2B capabilities to their
respective fleets. The Marine Corps released Block

2B to the F-35B fielded units in June, the Air Force to

the F-35A units in August, and the Navy to the F-35C
units in October. The fleet release enabled the Services

to load Block 2B software on their aircraft, provided

they had been modified at least in part to the Block 2B
configuration.

Because of the limited combat capability provided in
Block 2B, if the Block 2B F-35 aircraft will be used in
combat, it will need the support of a command and control
system that will assist in target acquisition and to control
weapons employment for the limited weapons carriage
available. If in an opposed combat scenario, the F-35
Block 2B aircraft would need to avoid threat engagement
and would require augmentation by other friendiy forces.
The Block 2B fleet release carries maneuver and envelope
restrictions that, although agreed to by the Services during
requirements reviews, will also limit effectiveness:



« For the F-35A, the airspeed at which the weapons bay
doors can be open in flight (550 knots or 1.2 Mach)
is less than the maximum aircraft speed allowable
(700 knots or 1.6 Mach). Such a restriction will limit
tactics to employment of weapons at lower speeds and
may create advantages for threat aircraft being pursued
by the F-35A.

» For the F-35A, the airspeed at which countermeasures
can be used is also less than the maximum speed
allowable, again restricting tactical options in scenarios
where F-35A pilots are conducting defensive maneuvers

. The program formally vets deficiency reports submitted

by test and operational organizations. The formal process

assigns deficiency reports to categories correlating to
urgency for correction. Category | deficiencies are

those which may cause death, severe injury, or severe

occupational illness; may cause loss or major damage

to a weapon system; critically restrict the combat

readiness capabilities of the using organization; or result

in a production line stoppage. Category 11 deficiencies
are those that impede or constrain successful mission
accomplishment (but do not meet the safety or mission
impact criteria of a Category I deficiency). As of the

end of October 2015, 91 Category 1 {mission or safety

of flight impact, 27) and Category 2 (mission impact,

64) high-severity deficiencies in the full Block 2B

configuration (air vehicle, propulsion, mission systems)

were not yet resolved by the program. Of these 91, 43 are
assigned to mission systems engineering for resolution.

- In addition to the mission systems deficiencies cited above,

the Block 2B fleet aircraft are restricted by fuel system

deficiencies:

= All variants of the fleet Block 2B aircraft are restricted
from exceeding 3 gs in symmetric maneuvers when
fully fueled in order to avoid exceeding the allowable
pressure in the siphon fuel tanks. The allowable
g increases as fuel is consumed. The program has
developed and tested a hardware correction to the
problem for the F-35B; corrections for the F-35A and
F-35C are still in work. Modification kits for installation
on fielded production aircraft are currently in production
for the F-35B and aircraft delivered in production Lot
8 will include the correct hardware. This modification
will restore the envelope of the F-35B.

» The program lifted the restriction preventing the
F-35B from flying within 25 nautical miles of known
lightning prior to the declaration of 10C; however, the
program has added a restriction from taxiing or taking
off within 25 nautical miles of known lightning because
of only a partial software mitigation to the siphon tank
overpressure problem. The program plans to fielda
new software release in 1QCY 16, which will enable a
hardware correction to the overpressure problem, once
fielded F-35B aircraft are retrofitted with the hardware
modification.

Block 3i

- Block 3i flight testing began in May 2014 with version

3iR1, derived from Block 2A software, six months later
than planned in the IMS. The latest version of Block 3i
software—3iR6—began flight testing in July 2015 and
was derived from the latest version of Block 2B software.
Biock 3i mission systems flight testing completed in
October 2015, eight months later than planned in the IMS.

. Since the program planned to not introduce new

capabilities in Block 3i, the test plan was written to
confirm Block 3i had equivalent capabilities to those
demonstrated in Block 2A (for 3iR1) and Block 2B (for
subsequent versions of Block 3i software). The program’s
plan required completion of 514 baseline test points

by mid-February 2015, with additional development,
regression, and discovery points flown as necessary for
each increment of sofiware to address deficiencies. The
program completed Block 3i mission systems testing by
accomplishing 469 of the 514 baseline Block 3i test points,
or 91 percent. Of the 45 test points remaining, 6 were
transferred for completion in Block 3F and the remaining
39 were designated as “no longer required.” The program
executed an additional 515 test points. Of those 515
points, 151 were allocated in the budgeted non-baseline
points for the year, and the 364 additional points represent
growth in Block 3i testing. These 364 additional points,
needed to accomplish the 469 baseline test points,
represent a growth of 78 percent, which is much higher
than the non-baseline budgeted of 30 percent planned by
the program to complete Block 3i testing.

- Results from 3iRé6 flight testing demonstrated partial

fixes to the five “must fix for Air Force IQC” deficiencies,
showing some improved performance. Poor stability

in the radar, however, required multiple ground and

flight restarts, a condition that will reduce operational
effectiveness in combat.

- Instabilities discovered in the Block 3i configuration

slowed progress in testing and forced development of
additional software versions to improve performance. Two
additional versions of the 3iR5 software were created in

an attempt to address stability in start-up of the mission
systems and inflight stability of the radar. Overall,

radar performance has been less stable in the Block 3i
configuration than in Block 2B. The test centers developed
a separate “radar stability” series of tests—including both
ground startup and inflight testing —to characterize the
stability problems. Radar stability is measured in terms

of the number of times per flight hour that either of these
events occurred; a failure event requiring action by the
pilot to reset the system; or, a stability event where the
system developed a fault, which affected performance,

but self-corrected without pilot intervention. For the last
version of Block 2B software—2BS5.2—the test team
measured a mean time between stability or failure event

of 32.5 hours over nearly 200 hours of flight testing. For
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3iRé6, the time interval between events was 4.3 hours over
215 hours of flight testing. This poor radar stability will
degrade operational mission effectiveness in nearly all
mission areas.

- Since no capabilities were added to Block 3i, only limited

corrections to deficiencies, the combat capability of the
initial operational Block 3i units will not be noticeably
different than the Block 2B units. If the Block 3i F-35
aircraft will be used in combat, they will need equivalent
support as for the Block 2B F-35 aircraft, as identified
previously in this report.

- As of the end of October, a total of nine Category 1 (three

mission or safety of flight impact) and Category 2 (six
mission impact) high-severity deficiencies in the full
Block 3i configuration (air vehicle, propulsion, mission
systems) were unresolved. Eight of these nine are
assigned to mission systems engineering for resolution.
Based on these Block 3i performance issues, the Air Force
briefed that Block 3i mission capability is at risk of not
meeting [OC criteria to the Joint Requirements Oversight
Council (JROC) in December 2015, The Air Force
recently received its first Block 3i operational aircraft and
is assessing the extent to which Block 3i will meet Air
Force 10C requirements; this assessment will continue into
mid-2016.

Block 3F

- Block 3F flight testing began in March 2015, six

months later than the date planned by the program after
restructuring in 2012,

- As of the end of November, a totail of 674 Block 3F

baseline test points had been completed, compared

to 575 planned (17 percent more than planned). An
additional 653 development and regression points were
flown, all of which were part of the budgeted non-baseline
points for the year.

- Since many of the baseline test points— which are used to

confirm capability—cannot be tested until later versions
of the Block 3F software are delivered in CY16 and
CY17, the program allocated a large number of test points
(979 for CY15) for development and regression of the
software, while expecting to accomplish only 677 baseline
test points in CY'15. The total planned amount of baseline
test points to complete Block 3F are approximately 5,467:
combined with the planned non-baseline test points in

the approved test plan, there are approximately 7,230 test
points for Block 3F.

- Due to the later-than-planned start of Block 3F mission

systems testing (6 months late), the large amount of
planned baseline test points remaining (88 percent), and
the likelihood of the need for additional test points to
address discoveries and fixes for deficiencies, the program
will not be able to complete Block 3F missions systems
flight test by the end of October 2016, as indicated by the
IMS. Instead, the program will likely not finish Bloek 3F
development and flight testing prior to January 2018,
based on the following:
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» Continuing a six test point per flight accomplishment
rate, which is equal to the CY15 rate observed through
the end of November

* Continuing a flight rate of 6.8 flights per month, as was
achieved through the end of November 2015, exceeding
the planned rate of 6 flights per month (if the flight rate
deteriorates to the planned rate of 6 flights per month,
then testing will not complete until May 2018).

* Completing the full Block 3F test plan (i.e., all original
7,230 baseline and budgeted non-baseline test points in
the Block 3F joint test plan)

= Continuing the CY15 discovery rate of 5 percent

- The program currently tracks 337 total Category |

{42 mission or safety of flight impact) and Category 2
(295 mission impact) high-severity deficiencies in the full
Block 3F configuration (air vehicle, propulsion, mission
systems), of which 200 are assigned to the mission
systems engineering area for resolution. An additional
100 Category 1 and Category 2 high-severity deficiencies
are unresolved from Block 2B and Block 3i configurations,
of which 51 are assigned to mission systems for resolution.
It remains to be determined how many of these the
program will be able to correct in later Block 3F versions.
If any of these deficiencies are not resolved in the planned
Block 3F design, additional efforts to isolate causes, and
design and verify fixes will increase the amount of time
needed to complete Block 3F development and testing.

- The program could, as has been the case in testing
previous software increments, determine test points in the
plan are no longer required for the Block 3F fleet release.
However, the program will need to ensure that deleting
and/or deferring testing from Block 3F before the end of
SDD and start of IOT&E does not increase the likelihood
of discovery in IOT&E or affect the evaluation of mission
capability. Whatever capability the program determines as
ready for IOT&E will need to undergo the same rigorous
and realistic combat mission-focused testing as a fully
functioning system.

- Block 3F mission systems capabilities require more

complex test scenarios than prior versions of mission
systems. It requires testing involving significantly more
complex threat behavior and threat densities on the test
ranges than was used in prior versions of mission systems.
Additionally, Block 3F capability requires more testing in
multi-ship formations.

Helmet Mounted Display System {HMDS)
* The HMDS is pilot flight equipment. It has a display on the

visor that provides the primary visual interface between the
pilot and the air vehicle and mission systems. The HMDS
was envisioned to replace a traditional cockpit-mounted
“heads-up display™ and night vision goggles. It projects
imagery from sensors onto the heimet visor, which is
intended to enhance pilot situational awareness and reduce



workload. In 2010, the Program Office identified significant

deficiencies and technical risk in the HMDS.

The program created a “dual-path” approach to recover

required capability.

- One path was to fix the existing Generation II (Gen I1)
HMDS through redesign of the night vision system/camera
and electro-optical/infrared sensor imagery integration on
the visor,

- The second path was to switch to an alternate helmet
design incorporating legacy night vision goggles and
projecting sensor imagery only on cockpit displays.

- The program terminated the dual path approach in 2013
and decided to move forward with fixes to the existing
Gen I1 HMDS which created the Gen IIl HMDS

The Gen 11 HMDS was fielded with Block 2 and earlier

configurations of aircraft. The program developed and

tested improvements to address deficiencies in stability of
the display (referred to as “jitter”), latency in the projection
of Distributed Aperture System (DAS) imagery, and light
leakage onto the display under low-light conditions (referred
to as “green glow”). However, adequate improvements to
the night vision camera acuity were not completed and pilots
were prohibited from using the night vision camera. Pilot
use of the DAS imagery was also restricted.

The Gen 111 HMDS is intended to resolve all of the above

deficiencies. It is a requirement for Air Force [OC in 2016,

and will be used to complete SDD and IOT&E in 2018. The

following provide Gen 11l HMDS details:

- It includes a new higher-resolution night vision camera,
software improvements, faster processing, and changes to
the imagery projection systems for the visor.

- It requires aircraft with Block 3i hardware and software.

- Developmental flight testing began in December 2014
and will continue into 2016 with primary flight reference
testing,.

- Operational testing will occur in tests conducted to support
the Air Force IOC in 2016 (Block 3i), and in [OT&E
(Block 3F).

_ It will be used with all Lot 7 aircraft, which are being
delivered now, and later deliveries.

. Later-than-planned escape system qualification delayed
Gen 11l HMDS deliveries to the field; the program plans
full flight clearance to occur in 2016.

Results of the Gen 111 HMDS performance during

developmental testing thus far indicate the foliowing:

- Symbology jitter and alignment. Some corrections were
made for jitter and alignment in the latest configuration of
the fielded Gen 11 HMDS via modifications to the display
management computer. These are carried into the Gen 111
design. Developmental test pilots report less jitter and
proper alignment. However, jitter still occurs in regimes
of high buffet (i.e., during high g or high angle of attack
maneuvering). Operational testing in heavy maneuvering
environments is needed to determine if further attention
will be required.

- Green glow (difficuity setting symbology intensity level
without creating a bright green glow around perimeter of
display). The Gen IIl HMDS includes new displays with
higher contrast control, which has reduced green glow
compared to Gen 11; the phenomena still exists, but at a
manageable level, according to developmental test pilots.
Developmental test pilots were able to air refuel and
operate in “no moon” low illumination conditions at night,
Simulated carrier approaches were also conducted at San
Clemente Island off the coast of California and during
carrier trials in October 2015. Operational testing in high
mission task loads is also needed to confirm if further
adjustments are needed.

Latency (projected imagery lagging head
movement/placement). The Gen IIl HMDS includes
faster processing to reduce latency in night vision camera
imagery and DAS imagery projected onto the visor. The
update rate in the Gen II HMDS is twice that of the

Gen II. Developmental test pilots reported improvement
in this area. Nonetheless, pilots have to “learn”™ an
acceptable head-movement rate; that is, they cannot move
their heads too rapidly. However, operational testing in
these environments is needed to determine if the problem
is resolved and pilot workload is reduced, especially
during weapons employment.

- Night vision camera resolution. The Gen II camera

included a single 1280 x 1024 pixel night vision sensor.
The Gen 111 camera includes two 1600 x 1200 sensors and
additional image processing software changes, which are
intended to provide improved resolution and sensitivity.
Developmental test pilots reported better acuity allowing
pilots to accomplish mission tasks. Operational testing
under high mission task loads will determine if further
improvement is needed.

Mission Data Load Development and Testing
. F-35 effectiveness in combat relies on mission data

loads—which are a compilation of the mission data files
needed for operation of the sensors and other mission
systems—working in conjunction with the system software
data load to drive sensor search parameters so that the F-35
can identify and correlate sensor detections, such as threat
and friendly radar signals. The contractor tcam produced
an initial set of files for developmental testing during

SDD, but the operational mission data loads—one for each
potential major geographic area of operation—are being
developed, tested, and produced by a U.S. government lab,
the U.S. Reprogramming Lab (USRL), located at Eglin
AFB, Florida, which is operated by government personnel
from the Services. The Air Force is the lead Service. These
mission data loads will be used for operational testing and
fielded aircraft, including the Marine Corps and Air Force
10C aircraft. The testing of the USRL mission data loads is
an operational test activity, as was arranged by the Program
Office after the restructure that occurred in 2010.
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Significant deficiencies exist in the USRL that preclude
efficient development of effective mission data loads. Unless
remedied, these deficiencies will cause significant limitations
for the F-35 in combat against existing threats. These
deficiencies apply to muitiple potential theaters of operation
and affect all varjants and ail Services.

- In February 2012, DOT&E recommended upgrades to the

USRL to overcome the significant shortfalls in the ability
of the lab to provide a realistic environment for mission
data load development and testing. The Department
provided a total of $45 Million in resources to overcome
these shortfalls, with the funding beginning in 2013.
Unfortunately, due to the Program Office leadership’s
failure to accord the appropriate priority to implementing
the required corrections, not until last year did the program
move to investigate the deficiencies in the lab and build
a plan for corrections, and only recently did it initiate

the process of contracting for improvements, which has
yet to finalize at the time of this report. The status of the
Department’s investment is not clear.

- The program’s belated 2014 investigation confirmed

the nature and severity of the shortfalls that DOT&E
identified in 2012. The analysis also identified many
other gaps, some of which are even more urgent and
severe than those uncovered by DOT&E three years
prior. Failure to aggressively address the deficiencies
results in uncertainties in the aircraft’s capabilities to deal
with existing threats; uncertainties that will persist until
the deficiencies have been overcome and which could
preclude the aircraft from being operationally effective
against the challenging threats it is specifically being
fielded to counter. The program planned to complete
upgrades to the lab in late 2017, which will be late to need
if the lab is to provide a mission data load for Block 3F
tactics development and preparation for IOT&E. Tt is
important to note that many of these deficiencies apply
equally to the contractor’s mission systems development
labs because the government lab is essentially a copy of
one of the mission system software integration test labs at
the contractor facility.
- The findings of the program’s 2014 investigation include:
* Shortfalls in the ability to replicate signals of advanced
threats with adequate fidelity and in adequate numbers
* Inability to adequately and coherently stimulate all
signal receivers in F-35 mission systems
* Receiver scan scheduling tools do not function correctly
when replicating complex threats
* Mission data file generation tools errantly combine
emitter modes
= Important emitter data are ignored by the tools, which
adversely affect the quality of the mission data files
= Inability to edit existing mission data files, a condition
which requires inefficient processes to make changes
where the lab technicians must reconstruct the entire
mission data file set with new/corrected information
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- The program must make these modifications before the

USRL is required to provide the Block 3F mission data
load for tactics development and preparations for IOT&E.
The program’s 2014 study, while agreeing with DOT&E
that significant hardware upgrades are needed, has not
resulted in a plan to procure those upgrades in time for
Block 3F mission data load development and verification.
Despite the $45 Million budget, the program has still

not designed, contracted for, and ordered the required
equipment—-a process that will take at least two years,

not counting installation and check-out. In addition,
despite the conclusions of the 2014 study by the Program
Office, the program has sub-optimized the upgrades it will
eventually put on contract due to budgetary constraints.
Procuring only a limited number of signal generators
would leave the USRL with less capability than the F-35
Foreign Military Sales Reprogramming Lab. This decision
constitutes a critical error on the part of the program’s
leadership.

- An investment greater than the $45 Miilion recommended

by DOT&E in 2012 is needed to address all necessary
hardware and software corrections to the lab. Although
over three years have already been lost to inaction,
the Program Office still does not plan to put Block 3F
upgrades to the USRL on contract until late in 2016.
The program recently briefed that once the equipment is
finally ordered in 2016, it would take at least two years
for delivery, installation, and check-out—after IOT&E
begins (according to the current schedule of the program
of record). This results in a high risk to both a successful
IOT&E and readiness for combat. When deficiencies
were first identified in 2012, there was time to make early
corrections and avoid, or at least si gnificantly reduce,
the risk that is now at hand. Instead, due to the failure of
leadership, the opposite has occurred.
The USRL staff submitted a plan in 2013 for the operational
testing of the Block 2B mission data loads, which was
amended by the test team per DOT&E instructions, and
approved by DOT&E. The plan includes multi-phased lab
testing followed by a series of flight tests before release to
operational aircraft.
Because the program elected to delay the arrival of the USRL
equipment several years, a significant amount of schedule
pressure on the development and testing of the Block 2B
mission data loads developed in 2015. The USRL staff was
required to truncate the planned testing, forgoing important
steps in mission data load development, optimization, and
verification, and instead, apply its resources and manpower
to providing a limited mission data load in June 2015 for
the Marine Corps IOC. The limited extent of lab and flight
testing that occurred creates uncertainties in F-35 combat
effectiveness that must be taken into consideration by
fielded operational units unti! the lab is able to complete
optimization and testing of a Block 2B mission data load in



accordance with the plan. This additional work is planned to
occur in early 2016.

A similar sequence of events may occur with the Air Force
10C, planned for August 2016 with Block 3i. Mission data
loads must be developed to interface with the system data
load, and they are not forwards or backwards compatible.
Block 3i mission data load development and testing will
occur concurrently with completion of Block 2B mission
data loads, creating pressure in the schedule as the lab
configuration will have to be changed to accommodate the
development and testing of both blocks.

Weapons Integration
Block 2B

-

The program terminated Block 2B developmental testing
for weapons integration in December 20135 after completing
12 of the 15 planned WDA events. The program had planned

to complete all 15 WDA events by the end of October 2014,

but delays in implementing software fixes for deficient

performance of the Electro-Optical Targeting System

(EOTS), radar, fusion, Multi-function Advanced Data Link

{MADL), Link 16 datalink, and electronic warfare mission

systems slowed progress.

- All three of the deferred events are AIM-120 missile shot
scenarios. The program deferred one of the remaining
events to Block 3i, awaiting mission systems updates for
radar deficiencies. The program completed that missile
shot scenario in September 2015 with Block 3i software.
The program deferred the other two events to Block 3F
due to mission systems radar, fusion, and electronic
warfare system deficiencies. Fixes to Block 3F capability
are needed in order to execute these scenarios.

- Eleven of the 12 completed events required developmental
test control team intervention to overcome system
deficiencies to ensure a successful event (acquire and
identify target, engage with weapon). The program altered
the event scenarios to make them less challenging for
three of these, as well as the twelfth event, specifically
to work around F-35 system deficiencies {e.g., changing
target spacing or restricting target maneuvers and
countermeasures). The performance of the Block 2B
configured F-35 in combat will depend in part on the
degree to which the enemy conforms to these narrow
scenarios, which is unlikely, and enables the success
of the workarounds necessary for successful weapons
engagement.

Mission systems developmental testing of system

components required neither operation nor full functionality

of subsystems that were not a part of the component under
test. The developmental test teams designed the individual
component tests only to verify compliance with contract
specification requirements rather than to test the complete
find-fix-identification (ID)-track-target-engage-assess-kill
chain for air-to-air and air-to-ground mission success.

The test team originally designed WDA events, however,
purposefully to gather weapons integration and fire-control
performance using all the mission systems required to
engage and kill targets in the full kill chain. WDA events,
therefore, became the developmental test venue that
highlighted the impact of the backlog of deficiencies created
by focusing prior testing only on contract specification
compliance, instead of readiness for combat.

Each WDA event requires scenario dry-runs in preparation

for the final end-to-end event to ensure the intended

mission systems functionality, as well as engineering and
data analysis requirements (to support the test centers and
weapon vendors), are available to complete the missile shot
or bomb drop. Per the approved TEMP, the preparatory
and end-to-end WDA events must be accomplished with
full mission systems functionality, including operationally
realistic fire control and sensor performance. However, as
stated above, the program executed all 12 of the Block 2B

WDA events using significant procedural and technical

workarounds to compensate for the deficiencies resident in

the Block 2B configuration.

- Deficiencies in the Block 2B mission systems software
affecting the WDA events were identified in fusion,
radar, passive sensors, identification friend-or-foe, EOTS,
and the aircraft navigation model. Deficiencies in the
datalink systems also delayed completion of some events.
Developmental test team intervention was required from
the control room to overcome deficiencies in order to
confirm surface target coordinates, confirm actual air
targets among false tracks, and monitor/advise regarding
track stability (which could not be determined by the
pilot). Overall, these deficiencies continued to delay
the CY15 WDA event schedule and compromised the
requirement to execute the missions with fully functional
integrated mission systems. Obviously, none of this test
team intervention would be possible in combat.

- The first table on the next page shows the planned date,
completion or scheduled date, and the number of weeks
delayed for each of the Block 2B WDA preparatory and
end-to-end events. Events completed are shown with dates
in bold.

The accumulated delays in the developmental testing WDA

schedule have delayed the initiation of the operation test

WDA events. The JSF Operational Test Team (JOTT) had

planned on starting their full system integrated WDA event

testing in July 2015; however, due to the delays in delivery
of operationally representative mission systems software,
coupled with delays in modifications of the operational test
aircraft to the full Block 2B configuration, this operational
test activity will not start until CY16. This is six months
after the program and the Services fielded initial Block 2B
capability, and three months later than the JOTT had planned
to start.
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Block 2B was completed in
September 2015.

The table to the right shows the planned date, completion
or scheduled date, and weeks delaved for each of the WDA
preparatory and end-to-end events.

Block 3F
The Block 3F weapons delivery plan currently contains
48 events that will test required Block 3F capabilities.
Twenty-nine of these weapon profiles accommodate full
Block 3F expanded envelope employment and systems
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integrated testing of the GBU-12, GBU-31/32 JIDAM,

Navy JSOW, GBU-39 SDB-1, AIM-120, and AIM-9X.
Nineteen of the Block 3F WDA events test air-to-air and
air-to-ground gun employment in all three variants (F-35A
internal gun; F-35B and F-35C external gun pod). Inciuding
the two deferred events from Block 2B creates a total

of 50 required weapons delivery accuracy events to be
accomplished in approximately 15 months. These Block 3F
events are more complex than the Block 2B and 3i events




because of additional capability in mission systems such as
advanced geolocation, multiple weapon events, enhanced
radar modes, and expanded weapons envelopes and loadouts.
As will be needed in combat employment, Block 3F WDA
events will require reliable and stable target tracking, full
MADL shoot-list sharing, Link 16 capability, and predictable
fusion performance in integrated systems operation.

While the program has instituted several process changes in
mission systems software testing, maintaining the necessary
WDA event tempo to complete the Block 3F events will

be extremely challenging. The current build plans for each
Block 3F software version show that the most challenging
scenarios will not be possible until the final software
version, This increases the likelihood of late discoveries of
deficiencies, as occurred during Block 2B WDA testing.
Completing the full set of Block 3F WDA events by

May 2017, the planned end of Block 3F flight test
according to the most recent program schedule, will

require an accomplishment rate of over 3 events per

month, more than 3 times the rate observed in completing
the 12 Block 2B WDA events (approximately 0.8 events
per month), Extending by two months to the end of July
2017, as has recently been briefed by the Program Office

as the end of SDD flight test, is still unrealistic. Unless

the accomplishment rate increases over the rate during the
Block 2B testing period, completing all Block 3F WDA
events will not occur until November 2021. In order to
meet the schedule requirements for weapon certification,
the Program Office has identified 10 high priority WDA
events for the F-35A and 5 events for the F-35B and F-35C
that must be accomplished during Block 3F developmental
testing. The program plans to accomplish the remaining

35 events as schedule margin allows. The overall result of
the WDA events must be that the testing yields sufficient
data to evaluate Block 3F capabilities. Deleting numerous
WDA events places successful IOT&E and combat capability
at significant risk.

Static Structural and Durability Testing

* Structural durability testing of all variants using full-scale
test articles is ongoing, with each having completed at least
one full lifetime (8,000 equivalent flight hours, or EFH).
All variants are scheduled to complete three full lifetimes
of testing before the end of SDD; however, complete
teardown, analyses, and Damage Assessment and Damage
Tolerance reporting is not scheduled to be completed

until August 2019. The testing on all variants has led to
discoveries requiring repairs and modification to preduction
designs and retrofits to fielded aircraft.

F-35A durability test article (AJ-1) completed the second
lifetime of testing, or 16,000 EFH in October 2015. While
nearing completion of the second lifetime, testing was halted
on August 13, 2015, when strain gauges on the forward
lower flange of FS518, an internal wing structure, indicated
deviations from previous trends. Inspections showed
cracking through the thickness of the flange, so the program

designed an interim repair to allow testing to continue and
finish the second lifetime.

F-35B durability test article (BH-1) completed 11,915 EFH
by August 13, 2015, which is 3,915 hours (48.9 percent) into
the second lifetime, The program completed the 11,000 hour
data review on August 5, 2015.

- Two main wing carry-through bulkheads, FS496 and

FS472, are no longer considered production-representative
due to the extensive existing repairs. The program plans
to continue durability testing, repairing the bulkheads as
necessary, through the second lifetime (i.e., 8,001 through
16,000 EFH) which is projected to be complete in
mid-2016.

- Prior to CY 13, testing was halted on September 29, 2013,
at 9,056 EFH, when the FS496 bulkhead severed,
transferred loads to, and caused cracking in the adjacent
three bulkheads (F53518, FS472, and F3450). The
repairs and an adequacy review were completed on
December 17, 2014, when the program determined that
the test article could continue testing. Testing testarted on
January 19, 2013, after a 16-month delay.

- The program determined that several of the cracks

discovered from the September 2013 pause at 9,056 EFH
were initiated at etch pits. These etch pits are created by
the etching process required prior to anodizing the surface
of the structurai components; anodizing is required for
corrosion protection. Since the cracks were not expected,
the program determined that the etch pits were more
detrimental to fatigue life than the original material design
suggested. The program is currently developing an
analysis path forward to determine the effect on the overall
fatigue life.

- Discoveries requiring a pause in testing during CY15

include:

= Cracking in the left- and right-hand side aft boom
closeout frames, which are critical structural portions at
the very aft of the airframe on each side of the engine
nozzle, at 9,080 EFH. The cracks were not predicted
by modeling and required a three-week pause in testing
for repair, which consisted of a doubler (i.e., additional
supporting element) as an interim fix to allow testing
to continue. Designs for retrofitting and cut-in for
production are under development.

= Damage to a significant number of Electro-Hydraulic
Actuator System (EHAS) fasteners and grommets
at 9,333 EFH. The EHAS drives the aircraft control
surfaces based on the direction and demand input by the
pilot through the control stick.

= Inspections in April 2015 revealed that cracks at four
previously-identified web fastener holes near the
trunnion lug of the FS496 bulkhead, a component
integral to the bulkhead that supports the attachment
of the main landing gear to the airframe, had grown
larger. FS496 was previously identified as a life-limited
part and will be modified as part of the life-limited
modification plans for production aircraft in Lots 1
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through 8, and a new production design cut into Lot 9
and later lot aircraft.

= Faijlure of the left 3-Bearing Swivel Nozzle door uplock
in April 2015; requiring replacement prior to restarting
testing in May 2015.

= Crack indication found at two fastener holes on the left
side keel.

* Crack reoccurrence at the Station 3 pylon at 10,975 EFH.

= Cracks on the transition duct above the vanebox, a
component of the lift fan, discovered in August 2015,
requiring the jacks that transmit loads to the duct to be
disconnected to allow cycling of the rest of the test article
to continue,

« During the repair activity in September 2015, a crack
was discovered in a stiffener on the right-hand side of the
mid-fairing longeron,

- Testing has been paused since August 2015 to allow
replacement and repair activities; a process estimated to
take five months. Testing is planned to restart in January
2016.

Testing of the F-35C durability test article (CJ-1) was paused

at the end of October 2015 when cracks were discovered in

both sides (i.e., the right- and left-hand sides}) of one of the
front wing spars afier 13,731 EFH of testing. The Program

Office considers this to be a significant finding, since the

wing spar is a primary structural component and the cracking

was not predicted by finite element modeling. Root cause
analysis and options for repairing the test article are under
consideration as of the writing of this report. Testing of the
second lifetime (16,000 EFH) was scheduled to be completed
by February 1, 2016, but discoveries and associated repairs
over the last year put this testing behind schedule.

- Additional discoveries since October 2014 include:

» Cracking of the BL12 longerons, lefl and right sides,
at 10,806 EF1, required a 10-week pause in testing for
repairs. The effect to production and retrofit is still to be
determined.

= Cracks on the FS518 wing carry-through lower bulkhead
at 11,770 EFH in May 2015.

= A crack at butt line 23 on the right hand side of the
FS496 bulkhead (initiating at a fastener hole).

= A crack was discovered during the Level-2 inspection
in the FS472 wing carry-through bulkhead after the
completion of 12,000 EFH in June 2015. Repair work
was completed prior to restarting testing in late August.

The program plans to use Laser Shock Peening (LSP), a

mechanical process designed to add compressive residual

stresses in the materials, in an attempt to extend the lifetime
of the FS496 and F8472 bulkheads in the F-35B. The

first production line cut-in of LSP would start with Lot 11

F-35B aircraft. Earlier Lot F-35B aircraft will undergo

LSP processing as part of a depot modification. Testing is

proceeding in three phases: first, coupon-level testing to

optimize LSP parameters; second, element-level testing to
validate LSP parameters and quantify life improvement; and
third, testing of production and retrofit representative articles
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to verify the service life improvements, All three phases are
in progress, with full qualification testing scheduled to be
completed in October 2017.

Verification Simulation (VSim}

Due to inadequate leadership and management on the part
of both the Program Office and the contractor, the program
has failed to develop and deliver an adequate Verification
Simulation (VSim) for use by either the developmental

test team or the JSF Operational Test Team (JOTT), as has
been planned for the past eight years and is required in

the approved TEMP. Neither the Program Office nor the
contractor has accorded VSim development the necessary
priority, despite early identification of requirements

by the JOTT, $250 Million in funding added after the
Nunn-McCurdy-driven restructure of the program in 2010,
warnings that development and validation planning were not
proceeding in a productive and timely manner, and recent
(but too late} intense senior management involvement. As a
result, VSim development is another of several critical paths
to readiness for IOT&E.

The Program Office’s subsequent decision in

September 2015 to move the VSim to a Naval Air Systems
Command (NAVAIR) proposal for a government-led Joint
Simulation Environment (JSE) will not result in a simulation
with the required capabilities and fidelity in time for F-35
IOT&E. Without a high-fidelity simulation, the F-35 IOT&E
will not be able to test the F-35°s full capabilities against the
full range of required threats and scenarios. Nonetheless,
because aircraft continue 1o be produced in substantial
quantities (essentially all of which require modifications and
retrofits before being used in combat), the IOT&E must be
conducted without further delay to demonstrate F-35 combat
effectiveness under the most realistic conditions that can be
obtained. Therefore, to partially compensate for the lack of
a simulator test venue, the JOTT will now plan to conduct

a significant number of additional open-air flights during
IOT&E, in addition to those previously planned. In the
unlikely event a simulator is available in time for [OT&E,
the additional flights would not be flown.

VSim is a man-in-the-loop, mission systems software-
in-the-loop simulation developed to meet the operational
test requirements for Block 3F IOT&E. It is also planned
by the Program Cffice to be used as a venue for contract
compliance verification prior to IOT&E. It includes an
operating system in which the simulation runs, a Battlespace
Environment (BSE), models of the F-35 and other supporting
aircraft, and models of airborne and ground-based threats.
After reviewing a plan for the government to develop VSim,
the Program Office made the decision in 2011 to have the
contractor develop the simulation instead.

The Program Office began a series of tests in 2015 to ensure
that the simulation was stable and meeting the reduced set
of requirements for limited Block 2B operational activities.
Though the contractor’s BSE and operating system had
improved since last year, deficiencies in specific F-35 sensor
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Acoustic Rapid Commercial Off-the-Shelf Insertion
(A-RCI) for AN/BQQ-10(V) Sonar

Executive Summary

* DOT&E submitted a classified FOT&E report on the
Advanced Processing Baild 2011 (APB-11) variant of the
AN/BQQ-10{V) Acoustic Rapid Commercial Off-the-Shelf
Insertion (A-RCI) sonar system in November 2015,

« From May 2013 through August 2014, the Navy completed
operational testing on the APB-11 variant of the A-RCI sonar
system.

Operational test phases conducted in FY 14 consisted of
Anti-Submarine Warfare (ASW) against a diesel electric
submarine (SSK) target, cybersecurity, and situational
awareness in a High Density Contact Management
(HDCM) region with a Light Weight Wide Aperture Array
(LWWAA).

Previously conducted test phases for this software variant

include ASW against a nuclear submarine (SSN} target and

situational awareness in an HDCM region with an Active
Low Cost Conformal Array (ALCCA).

- DOT&E assessed that overall mission performance
was unchanged from previous variants of the system;
however, APB-11 demonstrated improvements in ASW
and situational awareness in HDCM missions with an
LWWAA over previous APB variants,

DOT&E assessed APB-11 demonstrated improved
reliability and was suitable.

- All test phases were adequately conducted to assess
system performance. However, there were a number of
test limitations, which precluded a full assessment of
capabilitiecs. More prominent test limitations were:

A damaged TB-29 array limited the assessment of new
single leg ranging capabilities and the use the new Range
Azimuth (RAZ) and Range Triage Display (RTD).
The RAZ/RTD suffered a material casuvalty that precluded
assessing their mission effect on situational awareness in
an HDCM region.

« The Navy began to develop its operational test strategy

and associated documentation to assess the upcoming

APB-13 variant of the system. The Navy intends to conduct

operational testing of APB-13 in late FY16.

System
The A-RCT sonar system:

Is intended to maintain an advantage in acoustic detecting
threat submarines.

¢ Processes data from the submarine’s acoustic arrays (i.e.,

spherical array, large aperture bow array, hull array, wide
aperture array, conformal array, and high-frequency array)
along with the submarine’s two towed arrays (i.e., the fat line
array consisting of the TB-16 or TB-34, and the thin line array
consisting of the TB-23 or TB-29).

Mission
The Operational Commander will employ submarines equipped
with the A-RCI system to:

Search, detect, and track submarine and surface vessels in
open-ocean and littoral sea environments without being

counter-detected

Search, detect, and avoid mines and other submerged objects
Covertly conduct Intelligence, Surveillance, and
Reconnaissance

Covertly conduct Naval Special Warfare missions

Perform under-ice operations

Major Contractor
A-RCI: Lockheed Martin Maritime Systems and
Sensors — Washington, District of Columbia

Activity
+ From May 2013 through August 2014, the Navy completed
operational testing on the APB-11 variant of the A-RCI sonar
system.
- Operational test phases conducted in FY 14 consisted of
ASW against an SSK target, cybersecurity, and situational
awareness in an HDCM region with an LWWAA.

- Previously conducted test phases for this software variant
included ASW against an SSN target and situational
awareness in an HDCM region with an ALCCA.

* In luly 2014, the AN/BQQ-10(V) A-RCI sonar system was

removed from DOT&E oversight due to resource constraints.
It was restored to oversight in October 2014 because of
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concern with the system’s performance in support of both
the Virginia and, eventually, Ohic Replacement submarine
programs. DOT&E’s resource constraint was resolved by

eliminating other programs that were not as critical to Virginia

and Ohio Replacement performance.

In September 2014, DOT&E submitted an interim
memorandum documenting the results of A-RCI APB-11
operational testing completed and analyzed prior to removal
from oversight.

In November 2015, DOT&E submitted a classified FOT&E
report on the APB-11 variant of the A-RCI sonar system,
which detailed testing phases performed and analyzed while
temporarily off of DOT&E oversight.

ASW testing and situational awareness testing with an ALCCA

were conducted in accordance with a DOT&E-approved
test plan. Situational awareness testing in HDCM with an
LWWAA and cybersecurity testing were not conducted with
a DOT&E-approved test plan due to the program being
temporarily off DOT&E oversight.

In October 2014, the Navy began test planning for the APB-13
variant of the system, which is expected to occur in late FY 16.

Expected test events include:
At-sea ASW performance assessment against an SSN or
SSK target

- In-lab ASW performance assessment against various threat

targets

- At-sea situational awareness in an HDCM region with an
ALCCA and LWWAA
Cybersecurity

Assessment
*+ DOT&E determined that the APB-11 variant of the A-RCI

sonar system’s overall mission performance remains
unchanged from previous assessments and further observed
an improvement in system reliability. The recently released
classified DOT&E FOT&E report, in conjunction with the
classified interim assessment memorandum dated September
10, 2014, concluded the following regarding performance:
For ASW, APB-11 A-RCI passive sonar capability is
effective against older classes of submarines in some
environments, but is not effective in all environments or
against modern threats. Despite an unchanged overall
assessment, APB-11 demonstrated improved operator
performance metrics over previous APB variants.
- The APB-11 A-RCI sonar system is not effective in
supporting operator situational awareness and contact
management in areas of high-contact density; however,

platforms equipped with an LWWA demonstrated improved

performance over previous APB variants.

- APB-11 cybersecurity is not effective and remains
unchanged from previous variants.

The APB-11 A-RCI sonar system is operationally suitable,
Although the APB-11 assessment was able to determine
system effectiveness and suitability, there were several test
limitations. Some of the major limitations were:
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- A damaged TB-29 array that limited the assessment of
new single leg ranging capabilities and the use of the new
RAZ/RTD.

- The RAZ/RTD suffered a material casualty that precluded
an assessment of its impact on situational awareness in an
HDCM region.

* Due to the biennial sofiware and hardware development cycle,
the Navy generates and approves the requirements documents
and Test and Evaluation Master Plans (TEMPs) in parallel
with APB development and installation. As a result, the fleet
assumes additional risk, since most operational testing is not
completed before the system is initially deploved.

» The Navy’s schedule-driven process prevents operational test
results from directly supporting development of the follow-on
APBs. For example, the Navy completed operational testing
of the A-RC1 APB-09 sonar system in early FY12. Due to the
combination of the late completion of testing and the Navy’s
practice of issuing an updated version every 2 years, data from
the test could not be included in the development of APB-11.

Recommendations

+ Status of Previous Recommendations. The Navy made
progress in addressing 22 of the 37 previous recommendations
outlined in DOT&E’s classified FOT&E report on
APB-09 dated November 2012. Of the 15 remaining
outstanding recommendations, the significant unclassified
recommendations are:

1. Conduct additional testing in shallow water to examine the
ship’s ASW capabilities in those conditions.

2. Re-evaluate the use of the current time difference between
system and operator detection times as the ASW Key
Performance Parameter for a more mission-oriented metric
to accurately categorize system effectiveness.

3. Evaluate the covertness of the high-frequency sonar during
a future submarine-on-submarine test.

4. Determine the performance of the A-RCI sonar system in
detecting near surface mines.

- The following recommendations from the FY 12 Annual
Report remain open. In the upcoming fiscal year, the Navy
should:

1. Consolidate the A-RCI and AN/BYG-1 TEMPs and test
plans into an Undersea Enterprise Capstone document to
permit efficiencies in testing.

2. Evaluate A-RCI metrics to improve performance under
varying environmental conditions and to focus on earlier
and longer range operator detections.

= FY15 Recommendations. DOT&E’s APB-11 FOT&E report

dated November 2015 detailed five new recommendations.

The Navy needs to address the following significant

unclassified recommendations:

1. Carry forward all APB-11 test objectives not evaluated
including the ALCCA, RAZ/RTD user interface, TB-34
triangulation ranging improvements, and TB-29 ranging
algorithm to the APB-13 TEMP.



models and the lack of certain threat models would have

limited the utility of the VSim for Block 2B operational

testing, had it occurred. The program elected instead to
provide a VSim capability for limited tactics deveiopment.

The Air Force’s Air Combat Command, which is the lead for

developing tactics in coordination with the other services,

planned two VSim events for 2015.

- Air Combat Command completed the first event in July
which included one- and two-ship attack profiles against
low numbers of enemy threats. This event was planned
to inform the tactics manual that will support IOT&E and
the operational units, but validation problems prevented
detailed analysis of results (i.e., minimum abort ranges).

- The second event, led by the JOTT with Marine Corps
pilots flying, was completed in October 2015 for the
limited use of data collection and mission rehearsals to
support test preparation for [OT&E. While valuable
lessons were learned by the JOTT and the Marine Corps,
the lack of accreditation made it impossible for the JOTT
to make assessments of F-35 system performance.

Verification, Validation, and Accreditation (VV&A) activity

completely stalled in 2015 and did not come close to making

the necessary progress towards even the reduced set of

Block 2B requirements.

Less than 10 percent of the original validation points
were collected from flight test results, and a majority of
those showed significant deviations from installed system
performance. The vehicle systems model, which provides
the aircraft performance and flying qualities for the
simulation, and certain weapons and threats models, were
generally on track. However, mission systems, composed
of the senser models and fusion, had limited validation
data and were often unstable or not tuned, as required, to
represent the installed mission systems performance, as
measured in flight-testing.

- The contractor and program management failed to
intervene in time to produce a simulation that met
even the reduced set of user requirements for Block 2B
and, although they developed plans to increase VV&A
productivity, they did not implement those plans in time to
make a tangible difference by the time of this report. As
the focus changed to Block 3F and IOT&E, the contractor
and the Program Office made little progress; no VV&A
plans materialized, data that had been collected were still
stalled at the test venues awaiting review and release,
alternative data sources had not yet been identified for new
threats, and contract actions needed to complete VSim for
Block 3F IOT&E were not completed.

» In September 2015, the Program Office directed a change

in responsibility for VSim implementation, reassigning

the responsibility from the contractor, Lockheed Martin,

to a government team led primarily by NAVAIR. This

was triggered by a large increase in the contractor’s prior

proposed cost to complete VSim, a cost increase which

included work that should already have been completed in

Block 2B and mitigations intended to overcome prior low

productivity. The path to provide an adequate validation of

the simulation for Block 3F IOT&E carries risk, regardless

of who is responsible for the implementation of the
simulation. That risk was increased by the Program Office’s
decision to move the simulation into a government controlled

(non-proprietary) facility and simulation environment.

After analyzing the steps needed to actually implement the

Program Office’s decision to move the VSim to the JSE,

it is clear that the JSE will not be ready, with the required

capabilities and fidelity, in time for F-35 IOT&E in 2018.

It is also clear that both NAVAIR and the Program Office

significantly underestimated the scope of work, the cost, and

the time required to replace Lockheed Martin’s proprietary

BSE with the ISE while integrating and validating the

required high-fidelity models for the F-35, threats, friendly

forces, and other elements of the combat environment,

- The JSE proposal abandons the BSE that is currently
running F-35 Block 2B.

- The JSE proposal does not address longstanding
unresolved issues with V8im, including the ability of the
program to produce validation data from flight test, to
analyze and report comparisons of that data with VSim
performance, and to “tune” VSim to match the installed
system performance demonstrated in flight-testing.

- While the JSE might eventually reach the required level
of fidelity, it will not be ready in time for IOT&E since
the government team must re-integrate into the JSE the
highly detailed models of the F-35 aircraft and sensors,
and additional threat models that the contractor has
“hand-built” over several years.

. The current VSim F-35 aircraft and sensor models interact
directly with both the BSE and the current contractor’s
operaling system. A transition to the JSE will require
a re-architecture of these models before they can be
integrated into a different environment. The need to do
this, along with the costs of contractor support for the
necessary software models and interfaces, will overcome
the claims of cost savings in NAVAIR’s proposal.

The highly integrated and realistic manned “red air”
simulations in VSim, which were inherited from other
government simulations, cannot be replicated in the
limited time remaining before [OT&E.

- The large savings estimates claimed by NAVAIR
as the basis for their JSE proposal are not credible,
and, the government team’s most recent estimates for
completion of the JSE have grown substantially from
its initial estimate. Nearly all the costs associated with
completing VSim in its current form would also transfer
directly to JSE, with significant additional delays and
risk. Any potential savings in the remaining costs from
government-led integration are far outweighed by the
additional costs associated with upgrading or building new
facilities, upgrading or replacing the BSE, re-hosting the
F-35 on government infrastructure, and paying Lockheed
Martin to build interfaces between their F-35 models and
the JSE.
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- The JSE proposal adds significant work and schedule risk
to the contractor’s ability to deliver a functioning and
validated Block 3F aircraft model in time for [OT&E.
Besides being required to complete integration of
Block 3F capabilities, validate the simulation, and tune
the sensor models to installed system performance, the
contractor must also simultaneously assist the government
in designing new interfaces and re-hosting the F-35 and
hand-built threat models into the JSE to all run together in
real-time so they can be validated and accredited.

- Abandoning V8im also affects the F-22 program, as the
various weapons and threat models being developed were
planned to be reused between the two programs. The
upcoming F-22 Block 3.2B IOT&E depends on the BSE
currently in development.

For the reasons listed above, the Program Office’s decision to

pursue the NAVAIR-proposed JSE, without the concurrence

of the operational test agencies (OTAs) or DOT&E, will

clearly not provide an accredited simulation in time for F-35

I0T&E, and the OTAs have clearly expressed their concerns

regarding the risks posed to the IOT&E by the lack of VSim.

Nonetheless, so as not to delay IOT&E any further whiie

substantial numbers of aircraft are being produced, DOT&L

and the OTAs have agreed on the need to now plan for the

F-35 IOT&E assuming a simulator wiil not be available.

This will require flying substantial additional open-air flights

for tactics development, mission rehearsal, and evaluation

of combat effectiveness relative to previous plans for using

VSim. Even with these additional flights, some testing

previously planned against large-scale, real-world threat

scenarios in VSim will no longer be possible,

PAQ Shut-Off Valve

= The program has not provided an official decision to
reinstate this vulnerability reduction feature. There has
been no activity on the development of the PAQ-shut-off
valve technical solution to meet criteria developed from
2011 live fire test results. As stated in several previous
reports, this aggregate, 2-pound vulnerability reduction
feature, if instailed, would reduce the probability of pilot
incapacitation, decrease overall F-35 vulnerability, and
prevent the program from failing one of its vulnerability
requirements,

Fuel Tank Ullage Inerting System and Lightning Protection

= The program verified the ullage inerting design changes,
including a new pressurization and ventilation control
valve, wash lines to the siphon tanks, and an external wash
line, and demonstrated improved inerting performance
in F-35B fuel system simulator tests. A preliminary data
review demonstrated that the system pressurized the fuel
tank with nitrogen enriched air (NEA) while maintaining
pressure differentials within design specifications during
all mission profiles in the simulator, including rapid dives.
The Program Office will complete and decument a detailed
data review and analyses that evaluate NEA distribution and
inerting wniformity between different fuel tanks and within
partitioned fuel tanks.
The program developed a computationzal model to predict
inerting performance in the aircraft based on the F-35B
simulator test results. Patuxent River Naval Air Station
completed the ground inerting test on a developmental test
F-35B aircraft to verify the inerting model. Preliminary

analyses of the results indicate that there is good correlation
between the ground inerting test and the F-35B fuel system
simulator. The program will use this model, in conjunction
with the completed F-35A and F-35C ground tests, to assess
the ullage inerting effectiveness for all three variants. The
confidence in the final design’s effectiveness will have to

Live Fire Test and Evaluation (LFT&E)
F-35C Full-Scale Fuel Ingestion Tolerance Vulnerability

Assessment
» The F-35 LFT&E Program completed the F-35C fuli-scale,

fuel ingestion tolerance test series. The Navy’s Weapons

Survivability Laboratory (WSL) in China Lake, California,

executed four tests events using the CG:0001 test article.

Two of the test events were conducted with a Pratt and

Whitney F-135 initial flight release (IFR)-configured engine

installed in the aircraft. A preliminary review of the results

indicates that:
The F135 IFR-configured engine is tolerant of fuel
ingestion caused by single missile-warhead fragment
impacts in the F1 fuel tank. The threat-induced fuel
discharge into the engine inlet caused temporary increases
in the nominal engine temperature, but did not result in
any engine stalls or long-term damage.

- Missile fragment-induced damage is consistent with
predictions and the tanks are tolerant of single-fragment
impacts. The threat-induced damage to the F1 fuel
tank caused fuel leak rates that are consistent with tests
conducted in FY07 using flat panels.
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be reassessed after the deficiencies uncovered in the aircraft

ground and flight tests, including small uninerted fuel tank
ullage spaces, have been fully resolved.

= When effective, ullage inerting protects the fuel tanks from
not just threat-induced damage but also lightning-induced
damage. The ullage inerting system does not protect any
other components or systems from lightning-induced
damage.

+ The program has made progress completing lightning
tolerance qualification testing for line-replaceable units
needed to protect the remaining aircraft systems from
lightning-induced currents. Lightning tolerance tests using
electrical current injection tests are ongoing, and the program
expects to complete the tests by 2QFY 16.

Vulnerability to Unconventional Threats
= The full-up, system-level chemical-biological
decontamination test on an SDD aircraft planned for



4QFY 16 at Edwards AFB is supported by two risk-reduction

events:

- A System Integration Demonstration of the proposed
decontamination equipment and sheiter was conducted on
an F-16 test article during 1QFY 15 at Edwards AFB to
simulate both hot air chemical and hot/humid air biclogical
decontamination operations. Extensive undesirable
condensation inside the shelter and on the test article
during the hot/humid air biological decontamination event
indicated the need for process and sheiter modifications.

- A demonstration of an improved shelter is planned for
2QFY16 to demonstrate that a modified system process
and better insulated shelter can maintain adequate
temperature and humidity control inside the shelter, even
in a cold-weather environment.

The test plan to assess chemical and biological

decontamination of pilot protective equipment is not

adequate. Compatibility testing of protective ensembles

and masks has shown that the materials survive exposure

to chemical agents and decontamination materials and

processes, but the program has neither tested nor provided

plans for testing the Helmet Mounted Display Systems

(IIMDS) currently being fielded. Generation It HMDS

compatibilitics were determined by analysis, comparing

HMDS materials with those in an extensive DOD aerospace

materials database. A similar analysis is planned for the

Generation IIl HMDS design. However, even if material

compatibilities were understood, there are no plans to

demonstrate a process that could adequately decontaminate
either HMDS from chemical and biological agents.

The Joint Program Executive Office for Chemical

and Biological Defense approved initial preduction

of the F-35 variant of the Joint Service Aircrew Mask

(JSAM-JSF) during 1QFY 16. This office and the F-35

Joint Program Office are integrating the JSAM-JSF with the

Helmet-Mounted Display, which is undergoing Safety of

Flight testing.

The Navy evaluated an F-35B aircraft to the EMP threat

level defined in MIL-STD-2169B. Follow-on tests on other

variants of the aircraft, including a test series to evaluate any

Block 3F hardware/software changes, are planned for FY 16.

Gun Ammunition Lethality and Vulnerability

» The program completed the terminal ballistic testing of the
PGU-47 APEX round against a range of target-representative
material plates and plate arrays. Preliminary test
observations indicated expected high levels of fragmentation
when passing through multiple layer, thin steel or aluminum
targets, along with a deep penetration through more than an
inch of rolled homogeneous armor steel by the nose of the
penetrator. The program will evaluate the effect of these data
on the ammunition lethality assessment.

The 780th Test Squadron at Eglin AFB has completed the
ground-based Frangible Armor Piercing (FAP) and initiated
the PGU-32 lethality tests. The APEX rounds will be tested
in FY'16 against a similar range of targets, including armored
and technical vehicles, aircraft, and personnel in the open.

Ground-based lethality tests for the FAP showed expected
high levels of penetration against all targets, with slightly
less internal target fragmentation than originally anticipated,
and low levels of lethality against personnel in the open
(unless impacted directly). The program will determine the
effect of these data on the ammunition lethality assessment.
Per the current mission systems software schedule, the
weapons integration characterization of the gun and sight
systems will not be ready for the air-to-ground gun strafe
lethality tests until IQFY17. Strafing targets will include

a small boat, light armored vehicle and technical vehicle
(pickup truck), on¢ each for each round type tested.

Because the APEX round is not currently a part of the
program of record, funding for developmental or operational
air-to-ground flight testing of the APEX round is not planned
at this time.

Operational Suitability
¢ Operational suitability of all variants continues to be less

than desired by the Services, and relies heavily on contractor

support and workarounds that would be difficult to employ in

a combat environment. Almost all measures of performance

have improved over the past year, but most continue to be

below their interim goals to achieve acceptable suitability

by the time the fleet accrues 200,000 flight hours, the

benchmark set by the program and defined in the Operational

Requirements Document (ORD) for the aircraft to meet

reliability and maintainability requirements. This level of

maturity is further stipulated as 75,000 flight hours for the

F-35A, 75,000 flight hours for the F-35B, and 50,000 flight

hours for the F-35C.

- Aircraft fleet-wide availability averaged 51 percent for
12 months ending October 2015, compared to a goal of
60 percent.

- Availability had been in mid-30s to low-40s percent
for the 2-year period ending September 2014. Monthly
availability jumped 12 percent to 51 percent by the end
of October 2014, one of the largest month-to-month
spikes in program history, and then peaked at 56 percent
in December 2014. Since then it has remained relatively
flat, centering around 50 percent, although it achieved
56 percent again in September 2015. The significant
improvement that occurred around October 2014 was due
in roughly equal measure to a reduction in the time aircraft
were undergoing maintenance and & reduction in the time
aircraft were awaiting spare parts from the supply system.
The aircraft systems that showed the greatest decreases
(improvement) in maintenance downtime during the month
of October 2014 were the engine and the ejection seat.

- It would be incorrect to attribute the still-low availability
the F-35 fleet has exhibited in 2013, specifically the failure
to meet the goal of 60 percent availability, solely to issues
stemming from the additional engine inspections required
since the June 2014 engine failure on AF-27. Availability
did drop immediately after the engine failure, partly due
to these inspections, but has since recovered to pre-engine
failure levels, and improved only slightly from there when
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congidered as a long-term trend. For the three months
ending October 2015, the fleet was down for the 3rd Stage
Integrally Bladed Rotor (IBR) inspections—required due
to the engine failure—less than 1 percent of the time.
Measures of reliability that have ORD requirement
thresholds have improved since last year, but eight of
nine measures are still below program target values for
the current stage of development, although two are within
5 percent of their interim goal; one-—F-35B Mean Flight
Hours Between Maintenance Events (Unscheduled)—is
above its target value. In addition to the nine ORD
metrics, there are three contract specification metrics,
Mean Flight Hour Between Failures scored as *design
controllable” {one for each variant). Design controllable
failures are equipment failures due to design flaws
considered to be the fault of the contractor, such as
components not withstanding stresses expected to be found
in the normal operational environment. It does not include
failures caused by improper maintenance, or caused by
circumstances unique to flight test. This metric continues
to see the highest rate of growth, and for this metric all
three variants are currently above program target values
for this stage in development.

- Although reliability, as measured by the reduced

occurrence of design controllable failures, has shown
strong growth, this has only translated into relatively
minor increases in availability for several reasons. These
reasons include the influences of a large amount of time
spent on scheduled maintenance, downtime to incorporate
required modifications, waiting longer for spare parts than
planned, and potentially longer-than-expected repair times,
especially if units have to submit Action Requests (ARs)
for instructions on repairs with no written procedures yet
available. Finally, aircraft in the field become unavailable
for failures not scored as design controllable as well. All
of these factors affect the final availability rate the fleet
achieves at any given time, in addition to the effect of
improved reliability.

- F-35 aircraft spent 21 percent more time than intended

down for maintenance, and waited for parts from supply
for 51 percent longer than the program targeted. At any
given time, from 1-in-10 to 1-in-5 aircraft were in a depot
facility or depot status for major re-work or planned
upgrades, and of the fleet that remained in the field, on
average, only half were able to fly all missions of even a
limited capability set.

Accurate suitability measures rely on adjudicated data

from fielded operating units. A Joint Reliability and

Maintainability Evaluation Team (JRMET), composed

of representatives from the Program Office, the JOTT,

the contractor (Lockheed Martin), and Pratt and Whitney

{for engine records), reviews maintenance data to

ensure consistency and accuracy for reporting measures;

government representatives chair the team. However, the

Lockheed Martin database that stores the maintenance

data, known as the Failure Reporting and Corrective Action
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System (FRACAS), is not in compliance with U.S. Cyber
Command information assurance policies implemented in
August 2015. Because of this non-compliance, government
personne! have not been able to access the database via
government networks, preventing the JRMET from holding
the planned reviews of maintenance records. As aresult, the
Program Office has not been able to produce Reliability and
Maintainability (R&M) metrics from JRMET-adjudicated
data since the implementation of the policy. The most
current R&M metrics available for this report are from the
three-month rolling window ending in May 2015. The
Program Office is investigating workarounds to enable the
JRMET to resume regular reviews of maintenance records
until Lockheed Martin can bring the FRACAS database into
compliance.

F-35 Fleet Availability
* Aircraft availability is determined by measuring the

percent of time individual aircrafi are in an “available™
status, aggregated over a reperting period (e.g., monthly).
The program assigns aircraft that are not available to one
of three categories of status: Not Mission Capable for
Maintenance (NMC-M}; Not Mission Capable for Supply
{(NMC-8); and Depot status.
Program goals for these “not available” categories
have remained unchanged since 2014, at 15 percent
for NMC-M, 10 percent for NMC-S, and 15 percent of
the fleet in depot status. Depot status is primarily for
executing the modification program to bring currentily
fielded aircraft closer to their expected airframe structural
lifespans of 8,000 flight hours and to incorporate additional
mission capability. The majority of aircraft in depot status
are located at dedicated depot facilities for scheduled
modification periods that can last several months, and they
are not part of the operational or training fleet during this
time. A small portion of depot status can occur in the field
when depot field teams conduct a modification at a main
operating base, or affect repairs beyond the capability of
the local maintenance unit.

- These three “not available™ category goals sum to

40 percent, leaving a targeted fleet-wide goal of 60 percent
availability for 2015. At the time of this report, this
availability goal extended uniformly to the individual
variants, with each variant having a target of 60 percent
availability as well. For a period during 20135, however,
the program set variant-specific availability goals to
account for the fact that the variants were cycling through
the depets at different rates. A particularly large portion
of the F-35B fleet was in depot in early 2015 to prepare
aircraft for Marine Corps 10C declaration, for example.
From February to August 2015, the variant-specific
availability goals were reported as 65 percent for the
F-35A, 45 percent for the F-35B, and 70 percent for the
F-35C, while the total fleet availability goal remained

60 percent.



* Aircraft monthly availability averaged 51 percent for the
12-month period ending October 2015 in the training and
operational fleets. This is an increase over the 37 percent
availability reported in both of the previous two DOT&E
Annual Reports from FY13 and FY14,

* However, in no month did the fleet exceed its goal of
60 percent availability. In several months, individual
variants beat either the 60 percent goal, or their at-the-time
variant-specific goal. The F-35A achieved 63 percent
availability in December 2014, but never surpassed
65 percent. The F-35C was above 60 percent availability
from November 2014 to June 2015, and again in
September and October 2015, and was above 70 percent
in four of these months. The F-35B was above 45 percent
availability in only one month, October 2015, when it

achieved 48 percent. This was afier the program returned its

variant-specific availability target to 60 percent.

*+ The table below summarizes aircraft availability rates
by operating location for the 12-month period ending
October 2015. The first column indicates the average
availability achieved for the whole period, while the
maximum and minimum columns represent the range of

monthly availabilities reported over the petiod. The number

of aircraft assigned at the end of the reporting period is

shown as an indicator of potential variance in the rates. Sites

are arranged in order of when each site began operation of
any variant of the F-35, and then arranged by variant for

sites operating more than one variant. In February 2015, the

Marine Corps terminated operations of the F-35B at Eglin

AFB and transferred the bulk of the aircraft from that site to
Marine Corps Air Station (MCAS) Beaufort, South Carolina.

As a result, the number of F-35B aircraft assigned to Eglin
AFB as of September 2015 was zero.

F-35 AVAILABILITY FOR 12-MONTH PERIOD ENDING OCTOBER 2015!

OPE;?:;onal Average Maximum Minimum A:;E':efcti?
Whole Fleet 51% 56% 46% 134
Eglin F-35A 55% 62% 39% 25
Eglin F-358* 43% 48% 26% 0
Eglin F-35C 66% 79% 57% 17
Yuma F-35B 39% 62% 16% 17
Edwards F-35A 32% 66% 17% 8
Edwards F-35B° 19% 27% 0%
Nellis F-35A 51% 77% 33% 10
Luke F-35A 62% 75% 0% 30
Beaufort F-35B° 46% 60% 24% 18
Hill F-35A¢ 80% 81% 79% 3

1. Data do not include SDD aircraft.

2, Alrcraft assigned at the end of October 2015,

3. Eglin AFB F-35B ended operations in February 2015,

4. Edwards AFB F-35B operational test operations began in October 2014,
5. Beaufort MCAS F-35B operations began in July 2014.

6. Hill AFB F-35A operations began September 2015,

- Statistical trend analysis of the monthly fleet availability
rates from August 2012 through October 2015 showed

a weak rate of improvement of approximately 5 percent
growth per year over this period, but the growth was

not consistent. For example, from August 2012 through
September 2014, avaiiability was relatively flat and never
greater than 46 percent, but from September 2014 through
December 2014, it rose relatively quickly month-on-month
to peak at 56 percent in December. Availability then
dropped a bit, and remained near 50 percent through
QOctober 2015 with no increasing trend toward the goal of
60 percent.

Due to concurrency, the practice of producing operational
aircraft before the program has completed development
and finalized the aircraft design, the Services must send the
current fleet of F-35 aircraft to depot facilities to receive
modifications that have been designed since they were
originally manufactured. Some of these modifications

are driven by faults in the original design that were not
discovered until after production had started, such as major
structural components that break due to fatigue before their
intended lifespan, and others are driven by the continuing
improvement of the design of combat capabilities that
were known to be lacking when the aircraft were first built.
This “concurrency tax” causes the program to expend
resources to send aircraft for major re-work, often multiple
times, to keep up with the aircraft design as it progresses.
Since System Development and Demonstration (SDD)
will continue to 2017, and by then the program will have
delivered nearly 200 aircraft to the U.S. Services in other
than the 3F configuration, the depot modification program
and its associated concurrency burden will be with the
Services for years to come.

Sending aircraft to depot facilities for several months

at a time to bring them up to Block 2B capability and

life limits, and eventually to 3F configuration, reduces
the number of aircraft at field sites and thus decreases
fleet availability. For the 12-month period ending in
October 20135, the proportion of fleet in depot status
averaged 16 percent. The depot percentage generally
increased slowly at first, reaching a maximum value of 19
percent for the month of May 2015, and then started to
decline around summer 2015. The depot inductions were
largely in support of modifying aircraft to the Block 2B
configuration for the Marine Corps IOC declaration at the
end of July 2015,

Current program plans indicate the proportion of the fleet
in depot will remain between 10 and 15 percent throughout
CY16. Projections of depot rates beyond 2016 are
difficult, since testing and development are ongoing. The
program does not yet know the full suite of modifications
that will be necessary to bring currently produced aircraft
up to the envisioned final Block 3F configuration.

To examine the suitability performance of fielded aircraft,
regardless of how many are in the depot, the program
reports on the Mission Capable and Full Mission Capable
(FMC) rates for the F-35 fleet. The Mission Capable rate
represents the proportion of the fleet that is not in depot
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status and that is ready to fly any type of mission (as
opposed to all mission types). This rate includes aircraft
that are only capable of flying training flights, however,
and not necessarily a combat mission. Aircraft averaged
65 percent for the 12-month window considering all
variants.

The FMC rate calculates only the proportion of aircraft
not in depot status that are capable of flying all assigned
missions and can give a better view into the potential
combat capability available to the field. It averaged

46 percent for the 12-month window considering all
variants, but started to drop steadily from a peak of

62 percent achieved in December 2014, reaching a
minimum value of 32 percent in October 2015. The

rate declined for 8 of the 10 months from January to
October 20135.

The monthly NMC-M rate averaged 18 percent over

the period, and exhibited the most variability of the
non-available status categories. The NMC-M rate started
out at 17 percent in November 2014, was as high as

24 percent in August 2015, and as low as 14 percent in
September 2015. The Program Office set a threshold
goal of 15 percent for 2015, but the fluctuations in
month-to-month rates make it difficult to determine
whether the goal for NMC-M can be achieved for a
sustained period.

Modifying aircraft also affects the NMC-M rate. Squadron
maintainers, instead of the depot, are tasked to complete
a portion of the required modifications by accomplishing
Time Compliance Technical Directives (TCTDs). The
“time compliance” requirements for these directives vary,
normally allowing the aircraft to be operated without

the modification in the interim and permit maintenance
personnel to work the directive as able. While maintainers
accomplish these TCTDs, the aircraft are logged as
NMC-M status. Incorporating these TCTDs will drive
the NMC-M rate up (worse) until these remaining
modifications are completed. Publishing and fielding new
TCTDs is expected for a program under development
and is needed to see improvement in reliability and -
maintainability.

The NMC-S rate averaged 15 percent and showed liitle
trend, either up or down, over the period. The NMC-8
rate started at 15 percent in November 2014 and ended

at 16 percent in October 2015, ranging from between

12 to 19 petcent in the months between. The Program
Office set a threshold goal of 10 percent for 2015, but the
NMC-S trend is not currently on track to achieve this.
Modifying aireraft also has an effect on the NMC-8

rate. Parts are taken from aircraft in depot status at the
dedicated modification facilities in order to provide
replacements for failed parts in the field, a process
known as depot cannibalization. This usually occurs
when replacement parts are not otherwise available

from normal supply channels or stocks of spare parts

on base. With the large number of aircraft in depot
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status, the program may have been able to improve the
NMC-S rate by using depot cannibalizations, instead of
procuring more spare parts, or reducing the failure rate

of parts installed in aircraft, or improving how quickly
failed parts are repaired and returned to circulation. If

the Services endeavor to bring all of the early lot aircraft
into the Block 3F configuration, the program will continue
to have an extensive modification program for several
years. While this will continue to provide opportunities
for depot cannibalizations during that time, once the 3F
modifications are complete, there will be fewer aircraft in
the depot serving as spare parts sources and more in the
field requiring parts support. If demand for spare parts
remains high, this will put pressure on the supply system
to keep up with demand without depot cannibalization as a
source.

- Low availability rates are preventing the fleet of fielded

operational F-35 aircraft from achieving planned,
Service-funded flying hour goals. Original Service
bed-down plans were based on F-35 squadrons ramping
up to a steady state, fixed number of flight hours per tail
per month, allowing for the projection of total fleet flight
hours.

- Since poor availability in the field has shown that these

original plans were unexecutable, the Program Office has

since produced “modeled achievable” projections of total

fleet flight hours, basing these projections on demonstrated
fleet reliability and maintainability data, as well as
expectations for future improvements. The most current

modeled achievable projection is from November 2014.

» Through November 23, 2015, the fleet had flown
approximately 82 percent of the modeled achievable
hours. This is an improvement since October 2014, the
date used in the FY 14 DOT&E Annual Report, when the
fleet had flown only 72 percent of modeled achievable
hours, but it is still below expectation.

+ The F-35B variant has flown approximately 11 percent
more hours than its modeled achievable projection,
in part due to a ramped up level of flying to produce
trained pilots for the Marine Corps I0C declaration.

+ The following table shows by variant the planned versus

achieved flight hours for both the original plans and the
modeled-achievable for the fielded production aircraft
through November 23, 2013.

F-35 FLEET PLANNED VS. ACHIEVED FLIGHT HOURS AS OF NOVEMBER 23, 2015

Original Bed-Down Plan “Modeled Achievable”

Cumulative Flight Hours Cumulative Flight Hours
Varan I Ectimated | | Percent | Estimated | | Percent
imated | , reen imated | : reen
Planned !ACh' Planned | Planned iAchleved= Planned
F-35A 26,000 ! 16768 | 65% [ 22000 ¢ 1 6,768 ; 76%
F3sB | 14000 | 12156 | &7% | 1000 ! 1215 | 111%

7 | |

F35C | 5500 | 2949 | 54% | 6000 . 2949 | 4%
45500 | 31873 | 70% | 39000 | 3873 | 8%




F-35 Fleet Reliability the tables on the following page for comparison to achieved

«  Aircraft reliability assessments include a variety of metrics, values.

each characterizing a unique aspect of overall weapon +  As of late November 2015, the F-35, including operational

system reliability. and flight test aircraft, had accumulated approximately

- Mean Flight Hours Between Critical Failure (MFHBCF) 43,400 flight hours, or slightly below 22 percent of the total
includes all failures that render the aircraft not safe to 200,000-hour maturity mark defined in the ORD. Unlike the
fly, and any equipment failures that would prevent the following table, which accounts only for fielded production
completion of a defined F-35 mission. It includes failures aircraft, the flight test aircraft are included in the fleet hours
discovered in the air and on the ground. which count toward reliability growth and maturity. By

. Mean Flight Hours Between Removal (MFHBR) gives variant, the F-35A had flown approximately 22,300 hours, or
an indication of the degree of necessary logistical support 30 percent of its individual 75,000-hour maturity mark; the
and is frequently used in determining associated costs. F-35B had flown approximately 15,800 hours, or 21 percent
It includes any removal of an item from the aircraft for of its maturity mark; and the F-35C had flown approximately
replacement with a new item from the supply chain. Not 5,300 hours, or 11 percent of its maturity mark.
all removals are failures, and some failures can be fixed +  The program reports reliability and maintainability metrics on
on the aircraft without a removal. For example, some a three-month rolling window basis. This means for example,
removed items are later determined to have not failed the MFHBR rate published for a month accounts only for the
when tested at the repair site. Other components can be removals and flight hours of that month and the two previous
removed due to excessive signs of wear before a failure, months. This rolling three-month window provides enough
such as worn tires. time to dampen out variability often seen in menth-to-month

- Mean Flight Hours Between Maintenance Event reports, while providing a short enough period to distinguish
Unscheduled (MFHBME Unsch) is a useful reliability current trends.
metric for evaluating maintenance workload due to + The first table on the following page compares current
unplanned maintenance. Maintenance events are either observed and projected interim goal MFHBCF values,
scheduled (e.g., inspections, planned removals for part with associated flight hours. It shows the ORD threshold
life) or unscheduled (e.g. maintenance to remedy failures, requirement at maturity and the values in the FY14 DOT&E
troubleshooting false alarms from fault reporting or defects Annual Report for reference as well.
reported but within limits, unplanned servicing, removals ¢ The following similar tables compare current observed and
for worn parts—such as tires). One can also calculate the projected interim goals for MFHBR, MFHIBME Unsch, and
mean flight hours between scheduled maintenance events, MFHBF _DC rates for all three variants. MFHBF_DC is
or total events including both scheduled and unscheduled. contract specification, and its JCS requirement is shown in lieu
However, for this report, all MFHBME Unsch metrics of an ORD threshold.
refer to the mean flight hours between unscheduled « Note that more current data than May 2015 are not available
maintenance events only, as it is an indicator of aircraft due to the Lockheed Martin database (FRACAS) not being
reliability and the only mean-flight-hour-between- compliant with all applicable DOD information assurance
maintenance-event metric with an ORD requirement. policies mandated by U.S. Cyber Command.

- Mean Flight Hours Between Failure, Design Controllable + Reliability values increased for 11 of 12 metrics between
(MFHBF_DC) includes failures of components due to August 2014 and May 2015. The only metric which decreased
design flaws under the purview of the contractor, such in value was MFHBCF for the F-35C. A more in-depth trend
as the inability to withstand loads encountered in normal analysis shows, however, that MFHBCF for the F-35C is
operation. Failures induced by improper maintenance likely increasing over time, albeit erratically. The MFHBCF
practices are not included. metric shows particularly high month-to-month variability

+ The F-35 program developed reliability growth projections for all variants relative to the other metrics, due to the smaller
for each variant throughout the development period as a number of reliability events that are critical failures. For the
function of accumulated flight hours. These projections are F-35C in particular, the August 2014 value was well above
shown as growth curves, and were established to compare average, considering the preceding and following months,
observed reliability with target numbers to meet the while the May 2015 value was below average for the past year.
threshold requirement at maturity, defined by 75,000 flight « Despite improvements over the last year, 8 of the 12 reliability
hours for the F-35A and F-35B, and by 50,000 flight hours metrics are still below interim goals, based on their reliability
for the F-35C, and 200,000 cumulative fleet flight hours. growth curves, to meet threshold values by maturity. Two

In November 2013, the program discontinued reporting of these eight metrics however, are within 5 percent of their

against these curves for all ORD reliability metrics, and goal, F-35B MFHBCF and F-35C MFHBME Unsch. The

retained only the curve for MFHBF_DC, which is the only remaining four are above their growth curve interim values.
reliability metric included in the ISF Contract Specification Of the four metrics above their growth curve interim values,

(JCS). DOT&E reconstructed the growth curves for the three are the contract specification metric MFHBF_DC for

other metrics analytically for this report and shows them in each variant; and for this specific metric, the program is
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reporting F-33B and F-35C reliability currently at or above
the threshold at maturity. The fourth metric that is above
the growth curve interim value is F-35B MFHBME Unsch.
This is the only one of nine ORD metrics that is above its
interim growth curve value. This pattern indicates that,
although reliability is improving, increases in the contract
specification reliability metric are not translating into
equally large improvements in the other reliability metrics,
which are operational requirements that will be evaluated
during IOT&E.

The F-35B is closest to achieving reliability goals, while
the F-35A is furthest. For the F-35B, two of four reliability
metrics are above their growth curves, one is within

5 percent, and one is

examined the period from July 2012 through October 2013,
and modeled reliability growth using the Duane Postulate,
which characterizes growth by a single parametric growth
rate. Mathematicaily, the Duane Postulate assesses growth
rate as the slope of the best-fit line when the natural
logarithm of the cumulative failure rate is plotted against the
natural logarithm of cumulative flight hours. A growth rate
of zero wouid indicate no growth, and a growth rate of 1.0 is
the theoretical upper limit, indicating instantaneous growth
from a system that exhibits some failures to a system that
never fails. The closer the growth rate is to 1.0 the faster
the growth, but the relationship between assessed growth
rates is not linear, due to the logarithmic nature of the plot.

below, MFHBR. MFHBR F-35 RELIABILITY: MFHBCF (HOURS)
is the only metric where ORD Threshold Values as of May 31, 2015 Values as of August 2014
all three variants are :
less than 95 percent of Variant | f; Cumulative | [MenmG02l | Observed | Observed Cumuiative | Observed
I p ara Flight MFHBCF Flight to Meet ORD MFHBCF Value as Flight MFHBCF
their interim goal. For Hours Hf"m Threshold | (3 Mos.Relling | Percent of Ho?.lrs {3 Mos. Rolling
the F-35A and F-35C, MFHBCF Window) Goal Window)
the only metrics above F-35A | .75,000 20 15,845 161 102 63% 8834 82
their growth goals are F-358 | 75000 12 11,089 92 87 95% 7,039 75
the;?““f:;l?é’;‘ﬁ];*gwn F-35C | 50000 14 3835 100 74 74% 2,046 83
metrics, 1 " DC.
One of three 11:1'_355C ORD F-35 RELIABILITY: MFHER (HOURS)
is cen
g}eit:s‘lcgsrow‘:’litg::ﬂ :j; t ORDThreshold Values as of May 31, 2015 Values as of August 2014
2 N
all remaining F-35A and variant | e Cumulative | IMtenmGoal | Observed | Observed | .\ .| Observed
F-35C ORD X Flight MFHER Flight to Meet ORD MFHBR Value as Flight MFHBR
- metrics Hours e Threshold | (sMos. Rolling | Percemtof | | W' [ (3Mos.Rolling
are below their interim s MFHBR Window) Goal Window)
targets for this stage of F35A | 75000 | 65 15,845 53 47 39% 8834 3.1
%Veé(&?ﬂen;'l F358 | 75000 | 60 11,089 46 39 85% 7,039 25
¢ effect of lower
MFHBCF values is | F-35C | 50000 60 3,835 43 : 34 79% 2,046 23
reduced aircraft full
mission capability, mission F-35 RELIABILITY: MFHEME Unsch (HOURS)
capability, and availability ORD Thresheld Values as of May 31, 2015 Values as of August 2014
rates. MFHBR values Interim Goal | Observed Observed Observed
lagging behind their Variant Cumulative | toMeetORD | MFHBME Cumulative | MFHBME
. Right | MFHEME Flight Threshold Unsch Value as Flight Unsch
gI_.OWth targets drive a feue G Hours MFHBME | (3 Mos. Roliing Peréenlt o4 Hours (3 Mas. Rolling
higher demand for spare Unsch Window) 0a Window)
par:s ﬂ‘:;l“ the ?‘“,ppll)l’ F35A | 75000 | 20 15,845 160 118 74% 8,834 085
system than original
efwisi oned W}% en f F-358 | 75000 15 11,089 1.15 132 115% 7.039 0% |
MFHBME Unsch values | F-35C | 50,000 15 3,835 1.02 100 98% 2,046 084 |
are below expectation,
there is a higher demand F-35 RELIABILITY: MFHBF_DC (HOURS)
for maintenance manpower ' JCS Requirement Values as of May 31,2015 | Values as of August 2014
than anticipated. i j ! Interim Goal |
_ . Observed | Observed | Observed
DOT&E updated Variant | plighe I MFHBF_ | c":::";:"e ! toMeetCS | MFHBF DC | Valueas cu:;_::;::"e | MFHBF_DC
if- ' Hours i bDC | 9 | Requirement | (3Mos.Rolling ; Percentof | i (3 Mos. Rolling
an in-depth study of | | Hours | H
reliability growth in | | ! : MFHBF DC |  Window} Goal : ! Window)
MFHBR and MFHBME ~ |F35A | 75000 | 60 | 15885 | 46 | 48 104% | 8834 | 40
Unsch provided in the F358 | 75000 | 40 | 11,089 | 25 | a3 148% | 7039 | 35
FY14 DOT&E Annual F3sC_ | 50000 40 | 3s5 | 26 | a0 | 4% | 206 | 36

Report. The original study
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For example, a growth rate of 0.4 would indicate reliability
growth much higher than twice as fast as a growth rate of 0.2.
The updated analysis extended the period examined from
July 2012 through May 2015. The analysis investigated only
the F-35A and F-35B variants due to the still low number of
flight hours on the F-35C. The study evaluated the current
growth rate, then, using that rate, projected the reliability
metric to the value expected at maturity.

The study also evaluated the growth rate needed to meet the
ORD threshold value at maturity from the current observed
vaiue of the reliability metric. The first table below shows
the results of this updated study, along with the growth rates
determined through October 2013 from the original study for
comparison.

The currently exhibited growth rates for three of the evaluated
metrics are faster than the growth rates exhibited through

uncover new failure modes that have an impact on sustaining
or increasing reliability growth rates. Note that the above
analysis covers a time span preceding Block 2B fleet release.
The growth rates that the F-35 must achieve and sustain
through 75,000 flight hours, in order to comply with ORD
performance thresholds by maturity, have been demonstrated
in the past, but mostly on bombers and transports. The F-22
achieved a MFHBME Unsch growth rate of 0.22, slightly less
than the slowest growth rate the F-35 must sustain, for F-35A
MFHBR, and only with an extensive and dedicated reliability
improvement program.

A number of components have demonstrated reliability much
lower than predicted by engineering analysis. This drives
down the overall system reliability and can lead to long
wait-times for re-supply as the field demands more spare parts
than the program planned to provide. Aircraft availability is
also negatively

October 2013.

The growth Current | Projected Projicted 0;:;’1:"" Growtn | &ffected by longer-
rate for F-35A Metric | Variant ;:l:]ys Growth Rate ‘;asl::)%:t ORD Valueas | Growth Rate than-predicted ]
MFHBME Valye | from Duane Flight Threshold | %ORD | Ratefrom | Neededto | compongnt repair
Unsch reduced Postulate Hours Threshold PB;arllae MeetORD | times. The table
slightly. For ulate below, grouped
b()th F_35 A MFHBR F-35A 47 0.204 6.0 6.5 93% 0129 0.228 by Components
metrics and F-25B 39 0.243 48 6.0 81% 0210 0.297 common to
forkoer F35A | 118 0.142 134 20 67% 0.162 ozs1 | 2l variants,
MFHBR, the MFHBME shows some of

owth rate F-35B 132 0427 274 1.5 183% 0347 0244 drahishedriven
gr g

is still too

low to meet the ORD threshold by maturity. The analyses
project that if the current growth rate holds constant, the
F-35A MFHBR metric will achieve within 90 percent of its
requirement, while F-35B MFHBME Unsch will significantly
exceed its requirement. DOT&E does not expect the F-35B
MFHBME Unsch growth to sustain its current rate out
through 75,000 flight hours, but there is plenty of margin for
the rate to drop and still exceed the requirement by maturity.
The above growth rates were calculated with around 16,000

hours for the

MFHBME
F-35A, and 1 1,000 Aircraft Growth Rate
hours for thf: F-35B. 75 014
For comparison,
observed F-16 0.14
MFHBME Unsch F-22 (at 35,000 flight hours) 022
growth rates for B-1 0.13
s§veral historical “Early” B-2 {at 5,000 flight hours) 0.24
aircraft are shown i
in the table to the L s o.13
right. C-17 (at 15,000 flight hours) 035
These growth

rates can still change, either increase or decrease, as the
program introduces more reliability improvement initiatives
and depending on how well they pan out in the field. Also,
the Block 2B release expanded the aircraft’s flight envelope
and delivered initial combat capabilities. As aresult, the
fielded units will likely fly their aircraft more aggressively
to the expanded envelope, and use mission systems more
heavily than in the past. This change in operational use may

components
affecting low availability and reliability, followed by
components failing more frequently on a particular variant or
which are completely unique to it.

HIGH DRIVER COMPONENTS AFFECTING LOW AVAILABILITY AND
RELIABILITY

Additional High Drivers

Common to All Variants by Variant

F-35A

« Exhaust Nozzle
o Converging-Diverging Link
+ Avionics Processors » Data Transfer Cartridge

« Nutplate and Engine Heat Blanket

F-358

Cure Parameters
» Low Observable Maintenance
» Main Landing Gear Tires
+ Fuel System Components (Pumps

» Upper Lift Fan Door Actuator'
« Flexible Linear Shaped Charge

and Valves) i K .
- Lightning Strike Damage
F-35C - Nose Landing Gear Launch Bar
Bolt?
1. Unigue to the F-35B.
2. Unique to the F-35C.
Maintainability

-

The amount of time needed to repair aircraft to return them
to flying status remains higher than the requirement for

the system when mature, but has improved over the past
year. The program assesses this time with several measures,
including Mean Corrective Maintenance Time for Critical
Failure (MCMTCF) and Mean Time To Repair (MTTR) for
all unscheduled maintenance. MCMTCF measures active
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maintenance time to correct only the subset of failures

that prevent the F-35 from being able to perform a specific
mission, and indicates how long it takes, on average, for
maintainers to return an aircraft to Mission Capable status.
MTTR measures the average active maintenance time for all
unscheduled maintenance actions, and is a general indicator
of the ease and timeliness of repair. Both measures include
active touch labor time and cure times for coatings, sealants,
paints, etc., but do not include logistics delay times such as
how long it takes to receive shipment of a replacement part.
The tables below compare measured MCMTCF and MTTR
values for the three-month period ending in May 2015 to
the ORD threshold and the percentage of the value to the
threshold for all three variants. The tables also show the
value reported in the FY14 DOT&E Annual Report for
reference. For all variants, the MCMTCF and MTTR times
decreased (improved), with particularly strong decreases

for the F-35A and F-35B MCMTCF. The F-35A improved
to a much larger degree than either the F-35B or F-35C.
Nonetheless, both maintainability measures for all variants
were well above (worse than) the ORD threshold value
required at maturity. Note that more current data than

May 2015 are not available due to the Lockheed Martin
database (FRACAS) not being compliant with all applicable
DOD infotmation assurance policies mandated by U.S.
Cyber Command.

F-35 MAINTAINABILITY: MCMTCF (HOURS)
Values as of H Observed Values as of
variant | _ ORD | May31,2015 ; Valueas | August2014
! Threshold ; (3 Mos.Rolling Percentof | (3Mos.Rolling
E Window) Threshold |  Window)
F35A | 40 97 . 243% 156
F35B | 45 102 2% | 152
F35C | 40 | 96 | 240% | 112
F-35 MAINTAINABILITY: MTTR (HOURS)
R B e
Variant ORD May 31,2015 Value as August 2014
Threshold | (3 Mos.Rolling Percentof | (3 Mos Rolling
Window) Threshold Window)
F-35A 25 49 196% | 86
F358 | 30 71 B% 75
F35¢ | 25 58 = 66

66

More in-depth analysis between May 2014 and May 2015,
in order to capture longer-term one-year trends, shows that
MCMTCF and MTTR for all three variants are decreasing
(improving), but with high month-to-month variability. For
MCMTCEF, the rate of decrease for the F-35A and F-35B is
the highest, while improvements for the F-35C have been
slower to manifest. For MTTR, the rate of improvement
has been greatest for the F-335A, and slightly slower for the
F-35B and F-35C.

Several factors contribute to lengthy maintenance durations,
especially adhesive cure times for structural purposes,
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such as attaching hardware (e.g., nutplates and installing
heat blankets around the engine), as well as long material
cure times for low observable repairs. From July 2014

to June 2015, program records show that maintenance on
“attaching hardware,” such as nutplates and heat blankets,
absorbed approximately 20 percent of all unscheduled
maintenance time, while low observable repairs accounted
for 15 percent; these were the two highest drivers. The
increased use of accelerated curing procedures, such as
blowing hot air on structural adhesives or low observable
repair pastes to force a quicker cure, may account for some
of the decrease in repair times over the past year, but much
room remains for improvement. The third highest driver
of unscheduled maintenance, work on the gjection seat, by
contrast, only accounted for 3 percent of all unscheduled
maintenance hours.

The immature state of the maintenance manuals and
technical information maintainers use to fix aircraft may
also negatively affect long repair times. The program is
still in the process of writing and verifying Joint Technical
Data (JTD) (see separate section in this report). Whenever
maintainers discover a problem with no solution yet in
JTD, and this problem prevents the aireraft from flying, the
maintainers must submit a “Category I’ Action Request
(AR) to a joint government/Lockheed Martin team asking
for tailored instructions to fix the discrepancy. This team
can take anywhere from several days to nearly a month

to provide a final response to each AR, depending on

the severity and complexity of the issue. The number of
final Category I AR responses per aircraft per month has
been slowly increasing from December 2014 through
August 2015. This trend indicates that, as the fleet
matures, maintainers are continuing to face failure modes
not adequately addressed by the JTD or that require new
repair instructions. However, there are other reasons for
submitting an AR, which may also partly account for this
increasing trend. For example, depot teams submit ARs for

depot-reldted Tepair work., More aircraff ¢ycling thicugh

the modifications program, therefore, drives some of this
increase. In addition, supply occasionatly delivers parts with
missing, incomplete, or incorrect electronic records, known
as Electronic Equipment Logs (EELs), preventing those parts
from being incorporated into the aircraft’s overall record in
Autonomic Logistics Information System (ALIS). In these
cases, squadron maintenance personnel cannot electronically
certify the aircraft safe for flight until supply delivers correct
EELs, and maintenance personnel submit an AR to request
these EELs,

A learning curve effect is also likely improving repair times.
As maintainers become more familiar with common failure
modes, their ability to repair them more quickly improves
over time.

Maintainers must dedicate a significant portion of F-35
elapsed maintenance time to scheduled maintenance
activities as well, which also affects aircraft availability



each of which are modules within ALIS that the operational
units use routinely.

ALIS Software Testing and Fielding in 2015

+ During 2015, the program accomplished the following with
ALIS software:

rates in addition to repair times. Scheduled maintenance
accounted for 55 percent of all maintenance time from
June 2014 to July 2015. (Scheduled maintenance time does
not appear in either the MCMTCF or MTTR metrics.)

+ Reducing the burden of scheduled maintenance by increasing

the amount of time between planned in-depth and lengthy
inspections that are more intrusive than routine daily
inspections and servicing, will have a positive effect on
how often aircraft are available to fly missions, provided
experience from the field warrants such increases. An
example is the engine borescope inspection, which were
required after the engine failure on AF-27 in June 2014. The
interval for these inspections increased after the program
determined a fix to the cause of the failure and began
implementing it on fieided aircraft. It will take more time
and expetience with field operations to collect data that
show whether the program can increase inspection intervals
without affecting aircraft safety for flight though.

Autonomic Logistics Information System (ALIS)

+ The program develops and fields the ALIS in increments,
similar to the method for fielding mission systems capability
in the air vehicle. In 2015, the program fielded new versions
of both hardware and software to meet requirements for

the Marine Corps IOC. Although the program adjusted

both schedule and incremental development build plans for
ALIS hardware and software multiple times in 2014, it held
the schedule more stable in 2015 by deferring capabilities

to later software versions. The Program Office released
several new versions of the software used in ALIS in 2015.
However, each new version of software, while adding

some new capability, failed to resolve all the deficiencies
identified in earlier releases. Throughout 2015, formal
testing of ALIS software has taken place at the Edwards AFB
flight test center on non-operationally representative ALIS
hardware, which relies on reach-back capability to the prime
contractor at Fort Worth. The program still does not have a
dedicated end-to-end developmental testing venue for ALIS,
but has begun plans to develop one at Edwards AFB. This
test venue, referred to as the Operationally Representative
Environment (ORE), will operate in parallel with the

ALIS squadron unit assigned to the operational test
squadrons. The program plans to have the ORE in place

as early as spring 2016. The ORE is planned to be a
replicate of a full ALIS system and is needed to complete
developmental testing of ALIS hardware and software in a
closed environment to manage discoveries and corrections
to deficiencies prior to OT&E and fielding to operational
units. Meanwhile, formal testing, designated as Logistics
Test and Evaluation (LT&E), remains limited and differs
from how field units employ ALIS, For example, the flight
test center at Edwards AFB does not use Prognostic Health
Management (PHM), Squadron Health Management (SHM),
Anomaly and Failure Resolution System (AFRS), and the
Computerized Maintenance Management System (CMMS),

- The program transitioned all fielded units from ALIS 1.0.3
to 2.0.0 between January and April 2015. This software
includes integrated exceedance management, improved
interfaces with legacy government systems, an upgrade
to Microsoft Windows 7 on laptop and other portable
devices, fixes to deficiencies, and reduced screen refresh
and download times. Testing of software 2.0.0 identified
two Category | deficiencies (same categorization as
previously explained in this report in “Mission Systems”
section), both of which remained uncorrected when the
program delivered the software to field units. According
to the program’s LT&E report on ALIS 2.0.0, the test team
identified the following deficiencies:

A deficiency in the air vehicle’s maintenance vehicle
interface (MVI)—-the hardware used to upload aircraft
data files—corrupted the aircraft software files during
the upload process. Technical manuals in ALIS direct
the process for loading aircraft files. The contractor
addressed this deficiency by creating a fix in the final
Block 2B aircraft software, and the program fielded it in
2015.

« The Mission Capability Override (MCO) feature gives
maintenance supervisors the authority and ability to
override an erroneous mission capability status in ALIS.
The LT&E of ALIS 1.0.3, conducted in September and
October 2012, revealed a discrepancy in the mission
capability status between two modules of ALIS. The
Computerized Maintenance Management System
(CMMS), which uses Health Reporting Codes (HRCs)
downloaded from the aircraft, can report an aircraft as
Mission Capable. Meanwhile, another module within
ALIS, the Squadron Health Management (SHM), which
makes the mission capable determination based on
the Mission Essential Function List, could categorize
the aircraft as Non-Mission Capable (NMC). This
discrepancy is a result of errors in the interfaces between
HRCs and the list of mission essential functions. When
this discrepancy occurs, maintenance supervisors
should be able to use the MCO feature to override either
status within ALIS, which makes the aircraft available
for flight. However, the Mission Capability Override
is deficient because it does not allow override of the
status within SHM (the override functions properly for
CMMS). In ALIS 2.0.0, the same deficiency remains.
However, ALIS 2.0.0 adds capabilities using the aircraft
status in SHM to collect the mission capable status of
aircraft across the fleet. Using SHM status to generate
fleet availability metrics may be inaccurate because of
the MCO deficiency.
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* [n addition to the Category 1 deficiencies listed above,
the LT&E test team also identified 56 Category 2
deficiencies (same categorization as previously
explained in this report in “Mission Systems” section)
in the ALIS 2.0.0 report. The following list highlights
deficiencies, either singly or in related groups, which
affect aircraft maintenance and sortie generation rates:
» Parts management functionality within CMMS, which

alerts ALIS users if maintainers attempt to install

an incorrect part on an aircraft after the aircraft has
undergone modification (i.e., modifications needed
due to concurrency of development with production),
is deficient. Once an aircraft has undergone
modification, maintainers should install only specific,
newer types and models of parts. However, CMMS$S
incorrectly authorizes older/inappropriate replacement
parts, changing the aircraft to an unauthorized
configuration, which lacks the attributes of the
modification. The configuration management function
of CMMS is also deficient, as it does not maintain
accurate configuration records of aircraft with
completed modifications when CMMS has permitted
the installation of infidel parts on the aircraft.

» Maintainers must use manual workarounds to ensure
the aircraft mission capable status is accurate if they
determine additional maintenance is required beyond
that dictated by the HRCs from the post-mission
download. For example, if maintenance personnel
find or cause additional problems while performing
maintenance, they must create new work orders with
appropriate severity codes indicating that an aircraft
is no longer mission capable. However, CMMS and
SHM will not reflect that new aircraft status, requiring
a maintenance supervisor to open each work order to
review the actual, current aircraft status.

» The heavy maintenance workload, required to enter
pertinent maintenance data into ALIS, causes field
units to create workarounds, including creating task
templates outside of ALIS to get maintenance records
into ALIS.

» AFRS, designed to provide a library of possible
maintenance actions for each HRC does not have
the iroubleshooting solutions for approximately
45 percent of the HRCs,

» Data products that ALIS is dependent on to make
mission capable determinations, such as HRCs,
the HRC nuisance filter list, AFRS troubleshooting
libraries, and the mission essential function list, do
not sufficiently manage configuration by including
version, release date, applicability, or record of
changes. As a result, maintenance personnel spend
additional time correlating the data files to the
individual aircraft—a process which increases the
risks of errors and loss of configuration management
of the aircraft assigned to the units.
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» Long wait times to synchronize the Portable
Maintenance Aid to transfer work order data to the
ALIS squadron unit.

» Long wait times needed to complete data searches,
export reports, and apply processes within ALIS,

- The program developed ALIS 2.0.1 to upgrade to

Windows Server 12, add new capabilities required to
support the Marine Corps’ IOC declaration in mid-20135,
and address ALIS 2.0.0 deficiencies. The program
completed the LT&E of ALIS 2.0.1 in May 2015, but
results were poor, so the program did not release the
software to the field. As of the writing of this report, the
program had not signed out the ALIS 2.0.1 LT&E report.
According to their “quick look” briefing, the test team
discovered five new Category 1 deficiencies and confirmed
that the contractor did not correct in ALIS 2.0.1 the two
Category 1 deficiencies identified during ALIS 2.0.0
testing (listed above). According to the briefing, the

five new Category 1 deficiencies are:

» The Integrated Exceedance Management System,
designed to assess and report whether the aircraft
exceeded limitations during flight, failed to function
properly. The Services require proper functioning of this
capability to support post-flight maintenance/inspections
and safe turnaround for subsequent flights.

« AFRS, which is critical to troubleshocting and
maintenance repairs, demonstrated unstable behavior
and frequently failed because of interface problems and
a system licensing configuration issue.

= ALIS randomly prevented user logins.

= The maintenance action severity code functionality
in CMMS—designed to automatically assign severity
codes to work orders as maintenance personnel create
them—did not work correctly.

» ALIS failed to process HRCs correctly when
maintenance personnel used CD media to input
them into ALIS at sites that do not use PMD readers
(described below) to download maintenance data.

The program developed another version of ALIS, version

2.0.1.1, which contained numerous software “patches”

designed to correct the five Category 1 deficiencies
discovered by the test team during the LT&E of

ALIS 2.0.1, The test team conducted an LT&E in May and

June 2015 specifically to determine if Lockheed Martin

had resolved each deficiency. The test team evaluated the

correction for each deficiency as the contractor delivered
the software patches. As of the end of November,

the program had not signed out the LT&E report on

ALIS 2.0.1.1, but according to the test team’s “quick look™

briefing, they recommended releasing ALIS 2.0.1.1 to

the fielded units, which the program completed between

July and October 2015. In their “quick look” briefing,

the test team also noted failures of redundant systems

and workarounds that were required to address other

unresolved problems. These included:



» Frequent failures of the aircraft memory device, which
serves as a back up to the PMD, to download into ALIS
when the PMD is corrupted.

» CMMS and SHM exhibited disparities in tracking
on-aircraft equipment usage which required maintainers
to develop and operate a parallel tracking system
independent of ALIS.

= Managing data loads associated with mission
planning required extensive contractor support as the
maintenance-vehicle interface did not support direct
joading to the aircraft as designed.

+ Air vehicle data transfer between squadron hardware,
required for deployments and aircraft induction to and
from depots, required extensive contractor suppott.

« Air vehicle lockdown capability, needed for impounding
an aircraft in the event of an investigation, did not work.

_ All versions of ALIS have demonstrated persistent
problems with data quality and integrity, particularly in

the Electronic Equipment Logbooks (EELSs), which allow

usage tracking of aircraft parts. Frequently, EELs are not
generated correctly or do not transfer accurately, requiring
manual workarounds that extend aircraft repair and
maintenance times. Without accurate EELs data, ALIS can

PMDs post flight to ALIS through a Ground Data Security
Assembly Receptacle (GDR). However, it takes between
1.0 and 1.2 hours to download all data from a 1-hour flight.
PMD readers download maintenance data only within

5 minutes, permitting faster servicing of aircraft.

- The program delivered an SOU V2 10 the JOTT at
Edwards AFB in November 2015. This SOU V2 will be
“on loan” from Hill AFB, Utah, and is planned to be used
in an F-35A deployment to Mountain Home AFB, Idaho,
in March 2016 with six Air Force F-35A aircraft.

- Lockheed Martin delivered full SOU V2 kits to MCAS
Yuma in May 2015 and to the Pilot Training Center at
Luke AFB, Arizona (for Norway) in October. Because
Israel did not require an SOU V2 when scheduled for
delivery, the Program Office arranged for it to go to
MCAS Yuma in November 2015, so the squadron could
use it in an assessment of the F-35B’s capabilities at an
austere location. The program delivered an SOU V2
deployment kit to Nellis AFB and a Central Point of Entry
(CPE) kit, which included a CPE and an SOU V1, for
United Kingdom lab use, in December 2015. A full SOU
kit includes more peripheral equipment than a deployment
Kit.

improperly ground an aircraft or permit an aircraft to fly
when it should not.

ALIS Hardware Fielding in 2015

» During CY135, the program demonstrated progress in the
development and fielding of ALIS hardware and aligning
hardware versions with the software versions noted above.

Cross Ramp Deployment Demonstration May 2015

+ During April and May 2015, the Air Force’s Air Combat
Command tasked the 31st Test and Evaluation Squadron
(TES) at Edwards AFB to conduct a limited deployment of
F-35A aircraft as part of the de-scoped Block 2B operational
test activity. This deployment, from one hangar on the

- The program delivered the first deployable version of
the Squadron Operating Unit (SOU), deemed SOU
V2 (Increment 1), aligned with ALIS software 2.0.1,
to MCAS Yuma to support Marine Corps 10C. The
originally fielded unit-level hardware, SOU V1, failed
to meet ORD deployability requirements due to its size
and weight. SOU V2 incorporates modular components
that meet two-man-carry transportation requirements and
decrease set-up time. Additionally, field units can tailor
the SOU V2 by adjusting the number of components with
which they deploy depending on projected duration. SOU
V2 allowed the program to meet requirements for Marine
Cops I0C. It will support Block 2B, 3i, and 3F aircrafl.
The program plans to field one set of SOU V2 hardware
for each F-35 unit and an additional set of SOU hardware
for each F-35 operating location. During partial squadron
deployments, the unit will deploy with their SOU V2 while
the remainder of the squadron’s aircraft will transfer to the
base-level SOU.

- Because the Edwards AFB flight test center does not have
an SOU V2, the program conducted the hardware portion
of the LT&E at Fort Worth in May 2015. Testing included
demonstrating that PMDs from aircraft at the flight test
center downloaded correctly into the SOU V2.

- The program continued to field PMD readers to operating
locations. As designed, maintainers download aircraft

flight line at Edwards AFB to another hangar, termed the

Cross Ramp Deployment Demonstration (CRDD), gave the

program and the Air Force an opportunity to learn how to

deploy the F-35 air system and ALIS. Originally, the 31st

TES planned to use ALIS 2.0.1, but delays in releasing that

software resulted in the need to use ALIS 2.0.0 instead.

Overall, the CRDD showed that ALIS 2.0.0 deficiencies, plus

difficulties encountered during the CRDD in downloading

and transferring data files from home station to a deployed
location, will negatively affect sortie generation rate if

they remain uncorrected. The CRDD also demonstrated

that getting ALIS 2.0.0 online with current maintenance

information while also conducting flying operations is time
consuming, complex, and labor intensive. Working around

ALIS 2.0.0 deficiencies in this manner was possible for this

demonstration of limited duration; however, it would not be

acceptable for deployed combat operations.

- The 31st TES deployed across the ramp on the flightline
by packing and moving an ALIS SOU V1 loaded with
ALIS 2.0.0 software, mission planning hardware,
maintenance personnel, support equipment, and tools.
Three F-35A aircraft “deployed” to the cross ramp location
after the ALIS SOU V1 was in place. For supply support,
maintenance personnel obtained spare parts from the
base warchouse as though they had not deployed (i.e.,
the 31st TES did not deploy in this demonstration with a
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pre-planned set of spares as an operational unit would have
for an actual deployment).

- Transfer of aircraft data from the SOU at the main

operating location to the SOU at the “deployed” location
and getting the SOU online took several days to compiete
and required extensive support from Lockheed Martin
ALIS administrators, a level of effort not planned for the
deployment and not operationally suitable. Although

not finalized by the Services, deployment concepts of
operation will include procedures for transferring aircraft
data between SOUs via secure electronic methods. The
test team attempted the primary electronic method, but
the configuration of the deployed SOU caused it to fail.
Ultimately, data transfer occurred using the physical
transfer of back-up CDs to the deployed location, but the
31st TES could not load the files until the end of the third
of the five days of flight operations, because administrators
had to load multiple software patches, and resolve ALIS
account problems for every authorized user. After loading
the aircraft data on the deployed SOU, administrators

also had to enter manually all maintenance performed on
the aircraft during this time into the SOU before bringing
ALIS online to support operations.

Flight operations did take place without the support of
normal ALIS operations for the three days while the test
team worked to get the SOU online. During this period,
maintenance personnel prepared and recovered aircraft
without a full post-mission download of maintenance data,
including health and fault codes normally captured and
transmitted to ALIS 2.0.0. The deployed aircraft generally
required only routine maintenance such as tire changes,
which maintainers could complete without access to all
maintenance instructions. One aircraft experienced a
radio failure, which did not require an HRC download to
diagnose, and did not fly again until maintainers replaced
the radio.

- To prepare for the deployment, the 3 1st TES did not fly

the aircraft designated for the deployment during the

week prior, allowing maintenance personnel to prepare

the aircraft and ensure all inspections were current and
maintenance actions complete. This preparation allowed
the unit to conduct flight operations for three days during
the deployment while the SOU remained offline.

At the end of the demonstration, the 31st TES successfully
transferred data to the Autonomic Logistics Operating
Unit at Fort Worth—per one of the electronic methods of
transfer expected for deployed operations—but staffing
levels at Lockheed Martin were insufficient to complete
the transfer all the way back to the home station SOU.
Instead, the 31st TES transferred data back to the home
station SOU via an alternative, web-based, secure, online
file transfer service operated by the Army Missile Research
and Development Center, referred to as “AMRDEC.”

- The CRDD showed that although cumbersome, field

units could relocate the SOU V1 hardware to a deployed
operating location and eventually support operations with
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that hardware. However, difficulties in transferring data
between home station and a deployed SOU made the
deployment and redeployment processes time consuming
and required extensive support from the contractor to
complete. Although ALIS 2.0.1.1 added improvements
to data transfer capabilities, the program has not yet
demonstrated those improvements in a Service-led
deployment exercise. Therefore, it is unknown the extent
to which ALIS 2.0.1.1 improves data transfer capabilities.

Marine Corps Austere Assessment Deployment Demonstration,
December 2015

The Marine Corps deployed eight production F-35B
aircraft—six from VMFA-121 at Marine Corps Air Station
(MCAS) Yuma, Arizona, and two from VMX-22 at Edwards
AFB, California-—to the Strategic Expeditionary Landing
Field (SELF) near MCAS Twentynine Palms, California,
from December 8 — 15, 2015, to assess deployed operations
to an austere, forward-base location. The Marine Corps
aligned the deployment with a combined arms live fire
exercise, Exercise Steel Knight, to have the F-35 detachment
provide close air support for the rest of the exercise
participants as the forward deployed air combat element
(ACE). The SELF had an airfield constructed of AM?2
matting (aluminum paneling engineered for rapid runway
construction to support austere operations) and minimal
support infrastructure, which required the Marine Corps

to deploy the necessary support equipment, spare parts,

and personnel; and set up secure facilities on the flightline

to conduct F-35B flight operations. Although it was not

a formal operational test event, the JOTT and DOT&E

staff observed operations and collected data to support the

assessment.

- While deployed, and in support of the exercise, the Marine
Corps flew approximately 46 percent of the planned
sorties (28 sorties flown versus 61 sorties planned),
not including the deployment, redeployment, and iocal
familiarization sorties. Accounting for ali sorties (i.e.,
deploying and redeploying, local training, aircraft diverts
and swapping one aircraft at home station) the Marine
Corps flew approximately 54 percent of scheduled sorties
(82 scheduled versus 44 flown). Weather, particularly
high winds, aircraft availability, and problems transferring
aircraft data from the home station to the deployed ALIS
SOU all contributed to the loss of scheduled sorties.

- The Marine Corps planned to employ inert GBU-12 and
GBU-32 weapons in the CAS role during the exercise.
The Marine Corps ordnance loading teams completed
multiple GBU-12 and GBU-32 upload and download
evolutions at the SELF. However, pilots released
fewer weapons than planned due to weather and range
limitations.

- Two aircrafi experienced foreign object damage to their
engines from debris ingested during operations, grounding
them until the end of the deployment. The engine damage
on both aircraft was not severe enough to cause an engine



change, but required a Pratt and Whitney technician,
certified in blending out damage to engine blades, to
repair the engines on both aircraft at Twentynine Palms so
they could return to flyable status, allowing the aircraft to
return to home station at the end of the depioyment. No
further action was required for the engine repairs on either
aircraft. Tt was still unknown at the time of this report how
these types of engine repairs would be conducted during
deployed or combat operations.

- The deployment was the first to use the ALIS Standard
Operating Unit Version 2 (SOU V2), which is smaller,
lighter weight and more modularized than Version 1.
Although Marine Corps ALIS personnel were able to
set up the SOU V2 (i.e., place and connect the modules
and apply power) within a few hours after arrival, setting
up connectivity with the broader Autonomic Logistics
Global Support (ALGS) function did not occur for quite
some time. The Customer Relations Module (CRM) of
ALIS, used to submit action requests to the contractor
for resolving maintenance actions, operated only
intermittently during the deployment.

- The transfer of data from home station to the deployed
ALIS SOU took several days to fully complete, a process
that is not affected by the version of SOU being used.
Since the SOU V2 lacked connectivity to the Autonomic
Logistics Operating Unit, which is required for transferring
data via the preferred method of keeping the data entirely
within the infrastructure of ALIS, initial data transfers for
the six aircraft from MCAS Yuma were AMRDEC. Files
were transferred to workstations at the deployed site and
then loaded into ALIS via CDs. The downloading of files
from AMRDEC was slowed several times when SATCOM
connectivity was lost during the process. The aircraft
from Edwards AFB, however, brought CD)’s with them for
transfer into ALIS.

- The deployment provided valuable “lessons learned” for
the Marine Corps as it develops concepts of operation for
forward basing and austere operations. While the SOU V2
proved to be easier and quicker to set up than the SOU V1,
transferring aircraft data from home station to the deployed
location continued to be problematic. Poor aircraft
availability reduced the support the F-35B ACE was able
to provide to the large force exercise.

release. The Marine Corps, which required ALIS 2.0.1 for
IOC, supported the Program Office’s plan to defer these
capabilities until after I0C.
- These deferrals are in addition to decisions in 2014
to defer life-limited parts management capabilities to
ALIS 2.0.2 and ALIS 3.0.0.

- Although the re-plan included a two-month delay in the

LT&E dates for ALIS 2.0.1 from March to May 2015,
the program did not change the initial fielding date of
July 2015, the planned date for Marine Corps IOC. The
program also approved a fix release of this software to
follow almost immediately.

- The program had previously scheduled fielding of software
2.0.2, beginning in December 2015, but approved a
nearly eight-month delay to late July 2016. The Air
Force I0C requirement is for ALIS software 2.0.2 to be
fielded. Since the Air Force also requires operationally
representative hardware and software 90 days before
declaring IOC, the delayed schedule does not support
the Air Force IOC objective date of August 2016. An
additional potential problem is that the program currently
does not plan to conduct cybersecurity penetration testing
during the development of this ALIS release or any
future developmental releases, but will instead rely on
previous, albeit limited, cybersecurity test results. This
decision increases the risk that the program will not be
aware of ALIS vulnerabilities before making fielding
decisions. However, the JOTT will complete operational
cybersecurity testing of fielded ALIS components.

- At an April 2015 review, the program projected initial
fielding of ALIS 3.0.0 in June 2017 and indicated
they would propose combining ALIS 3.0.0 and 3.0.1
(previously planned for December 2017) into a single
release in June 2018. Should this occur, ALIS software
will not include full life limited parts management, a
capability planned for Marine Corps 10C, until nearly
three years after Marine Corps IOC. All fielded locations
will require high levels of contractor support until
the program integrates life limited parts management
capability into ALIS. In November 2015, the program
proposed changing the content of ALIS 3.0.0 to reflect
service and partner priorities and moving the fielding date
forward by approximately six months.

- The program has deferred the PHM downlink originally
planned for release in ALIS 2.0.0 indefinitely because of
security concerns.

* The program plans the following hardware releases to align
with software releases noted above:

- The program plans SOU V2 (Increment 2) to align with
ALIS 2.0.2 and include additional SOU V2 hardware
improvements to support Air Force IOC, including
dynamic routing to deliver data via alternate network paths
and sub-squadron reporting to allow deployed assets to
report back to a parent SOU.

ALIS Software and Hardware Development Planning through the

End of SDD

+ In CY13, the program continued to struggle with providing
the planned increments of capability to support the scheduled
releases of ALIS software 2.0.x and 3.0.x. The program
approved changes to the content of the ALIS developmental
software release plan in April 2015 for ALIS 2.0.1 and
2.0.2. To adhere to the previously approved software
release schedule for ALIS 2.0.1, the program deferred
several capabilities, including cross-domain solutions for
information exchange requirements and firewall protections
for low observable and mission planning data, to a later fix
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- The third increment of SOU V2 hardware will address
Service requirements for decentralized maintenance,

PHM affects nearly every on- and off-board system on the
F-35. Tt must be highly integrated to function as intended

allowing personnel to manage maintenance tasks whether
or not they connect their portable maintenance aid (PMA)
to the main SOU (the PMA provides connectivity between
maintenance personnel and the aircraft, enabling them to
do maintenance tasks on the aircraft by viewing technical
data and managing work orders downloaded from the
SOU). Increment 3 will also permit units to conduct
deployments without SOU hardware, instead relying on
PMAs. This increment of SOU V2 will align with ALIS
release 3.0.0.

Prognostic Health Management (PHM) within ALIS

72

and requires continuous improvements for the system to
mature,
Poor diagnostic performance increases maintenance
downtime. Maintainers often conduct built-in tests to see
if the fault codes detected by the diagnostics are true faults.
False failures (diagnostics detecting a failure when one does
not exist) require service personnel to conduct unnecessary
maintenance actions and often rely on contractor support
to diagnose system faults more accurately. These actions
increase maintenance man-hours per flight hour, which
in turn can reduce aircraft availability rates and sortie
generation rates. Poor accuracy of diagnostic tools can also

The PHM system collects air system performance data to
determine the operational status of the air vehicle and, upon
reaching

lead to desensitizing maintenance personnel to actual faults,

maturity. METRICS OF DIAGNOSTIC CAPABILITY

i ,d t (6-month rolling window as of June 2015. Data provided by the Program Office are considered “preliminary” as they have not completed
Wi use data the formal adjudication process by the data review board.)
collected | i

' Threshold Demonstrated Performance

acCross Diagnostic Measure Requirement T
the F-35 . Block1 | Block2 Block 3
enterprise Developmental Test and Production Aircraft
and stored Fault Detection Coverage (percent mission critical failures detectable by PHM) N/A ; 65 i 73 84
within PHM Fauft Detection Rate (percent correct detections for detectable faiiures) 98 65 |l 73 85
to ?redlct Fault Isolation Rate (percentage): Electronic Fault to One Line Replaceable %0 68 69 7
maintenance | component (LAC) i |
]r)equ:irements Fault Isolation Rate (percentage): Non-Electronic Fault to One LRC | 70 76 | 72 79

ased on
trends. The Fault Isolate Rate (percentage): None-Electronic Fault to 3 or Fewer LRC i 90 : 82 ’ a7 ; 87
PHM system Production Aircraft Only
provides the | Mean Flight Hours Between False Alarms ! 50 | 020 | 060 i 018
capability Mean Flight Hours Between Flight Safety Critical False Alarms | 450 1,360 s43 | 170
to gl.agrllose Accumulated Flight Hours for Measures ! N/A 1,360 4,885 1,360
an. 1solate Ratio of False Alarms to Valid Maintenance Events | N/A 441 16:1 1079:1
failures, track i
and trend

the health and life of components, and enable autonomic
logistics using air vehicle HRCs collected during flight and
saved on aircraft PMDs. The F-35 PHM system has three
major components: fault and failure management (diagnostic
capability), life and usage management (prognostic
capability), and data management. PHM diagnostic and data
management capabilities remain immature. The program
does not plan to integrate prognostic capabilities until
ALIS 2.02.
- Diagnostic capability should detect true faults within
the air vehicle and accurately isolate those faults to a
line-repiaceable componeni. However, to date, F-35
diagnostic capabilities continue to demonstrate poor
accuracy, low detection rates, and a high false alarm rate.
Although coverage of the fault detection has grown as
the program has fielded each block of F-35 capability,
all metrics of performance remain well below threshold
requirements. The table above compares specific
diagnostic measures from the ORD with current values of
performance through June 2013.
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- Qualified maintenance supervisors can cancel an HRC

without generating a work order for maintenance actions
if they know that the HRC corresponds to a false alarm
not yet added to the nuisance filter list. In this case, the
canceled HRC will not result in the generation of a work
order, and it will not count as a false alarm in the metrics
in the above table. The program does not score an HRC
as a false alarm unless a maintainer signs off a work order
indicating that the problem described by the HRC did not
occur. Because PHM is immature and this saves time, it
occurs regularly at field locations but artificially lowers the
true false alarms rate (i.e., actual rate is higher).
Comparing the values in the table above with previous
reports, Mean Flight Hours Between Flight Safety Critical
False Alarms is the only diagnostic metric that has shown
significant improvement over the last year. Other metrics
have stayed either flat or decreased (worsened) slightly.




- The following lists the systems most likely to result in

missed fault detections, incorrect fault isolations, and false

alarms as of June 2015:
= Missed detections. Integrated Core Processor, power

and thermal management system, panoramic color
display, communications-navigation-identification (CNI)
rack modules, and the Helmet Mounted Display System.

» Incorrect isolation. Integrated Core Processor, power

and thermal management system, electronic warfare,
fuel system, CNI rack modules, and hydraulic power

system.

+ False alarms. CNI system, propulsion, electronic

warfare, suspension and release, displays and indicators
in general.

Off-board Mission Support (OMS) within ALIS
OMS provides F-35 ground mission planning, mission
debrief, security, and sensor management capabilities.
Similar to other components of ALIS, the program does
not have a developmental test venue for OMS. Mission
planning medules include the baseline Joint Mission
Planning System software that pilots and tacticians use to
develop files for uploading into the aircraft prior to flight.
OMS inciudes separate hardware such as workstations and
encryption/decryption devices and networks with ALIS for
data management. In addition to mission planning, OMS
provides the following functions:

Ground security that allows for secure data management
and cryptologic key management at multiple classification

levels

- Sensor management and selection of mission data files to

create a mission data load
Mission debrief capability for replaying audio and video
from completed flights

« Until September 2015, the training center did not provide
hands-on training on OMS, requiring the pilots to learn
it through trial and error and by asking questions of
the contractor. Also, the program has not yet provided
OMS user manuals. As aresult, field units will likely
have difficulty providing the expertise to create tailored,
theater-specific mission data loads during contingency
operations. Few pilots currently possess the training and
experience to build mission data loads from beginning to
end.

+ OMS deficiencies will have a negative impact on combat
mission and training flight operational tempo. Long
processing times create bottlenecks in both mission planning
and mission debrief, particutarly for multi-ship missions.

- Pilots transfer a mission plan into the PMD using a GDR,

which encrypts the information. The PMD loading
process is unnecessarily complex, taking 25 to 45 minutes
to transfer a mission data load from an OMS workstation
to a PMD. If pilots transfer the same mission data load
to multiple PMDs for a multi-ship mission, each PMD is
encrypted separately with no time savings.

- OMS requires excessive time for loading of PMDs and
decryption of mission data and does not support timely
mission debrief, particularly if pilots fly multiple missions
in one day. For example, a -hour mission typically takes
between 1.0 and 1.2 hours to decrypt, and depending on
the amount of cockpit video recorded, can take longer.

- Administrative functions in OMS, such as theater data load
updates, user authentication file updates, cryptographic
updates, and data transfers are inefficient and require
excessive times to complete.
= Because of cryptographic key expirations, OMS

administrators must update the theater data load at least
every 28 days. The OMS administrator builds the load
on OMS equipment, transfers it to a separate laptop,
creates a CD, and then uploads it to the SOU. Again,
personnel cannot build cryptographic key loads on

one OMS workstation and export it to others in the same
unit; they must build them individually.

« Personnel must install cryptographic keys on the aircraft,
OMS workstations, GDRs, and GDR maintenance
laptops.

« Block 2B aircraft have 33 different cryptographic keys
with varying expiration periods. When building a key
for the entire jet, an error frequently means rebuilding
from the beginning, which can take several hours.

« The cryptographic key management tool is not intuitive,
prone to etrors, and does not have a validation function
so the user can determine if a key load is accurate prior
to transferring it to the aircraft.

» Loading of incorrect keys can result in aircrew not
having capabilities such as secure voice transmissions.

» Local security policies vary, making hardware
requirements and information technology processes
different at each operating location.

- Current OMS hardware does not have the necessary
video processing and display capabilities to allow pilots
to effectively debrief a multi-ship mission. Current
debriefing capability via laptops does not provide adequate
resolution or a large enough presentation for a four-ship
debrief.

Joint Technical Data (JTD)

+ Although the verification of Joint Technical Data (JTD)
modules has proceeded through 2015, field units continue
to face challenges where JTD is either not yet verified, is
unclear, or includes errors. To work around these challenges,
personnel must frequently submit ARs to the contractor and
wait for the engineering disposition, a process that adds to
maintenance time.

+ The program identifies JTD modules and the primary
contractors develop and verify them in the field. Once JTD
modules complete verification, the program includes them in
the JTD package distributed periodically to all field locations
through ALIS. At the field locations, they are downloaded to
unit-level SOUs and PMAs. JTD updates currently require
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downloading of the entire JTD package (i.e., partial changes
to JTD cannot be distributed to fielded units).
- ALIS release 2.0.0 included Trilogi Viewer 4.0, which
supports delivery of partial builds and amendments to
JTD to reduce the time required to install JTD updates
at the unit level. However, the program determined
that this version of Trilogi contains a software error,
which prevented implementation of this capability until
corrected. As of December 2015, the program continues to
distribute only complete, bundled JTD packages.

- The total number of identified data modules grows

each year as the program matures and low-rate initial
production (LRIP) contracts include additional JTD
delivery requirements. The air-vehicle JTD includes time
compliance technical data, depot-level technical data,

air vehicle diagnostics and troubleshooting procedures,
complete structural field repair series data, aircraft battle
damage assessment and repair, and maintenance training
equipment. According to the most recent data from the
Program Office, as of September 2015, propulsion JTD
development is nearly complete and on schedule. To
support Marine Corps IOC, the contractor focused on
development of F-35B unit-level

- The program did focus on completing F-35B unit-level
verifications during 2015 with verifications lagging
development by fewer than 200 modules out of
5,157 developed.

The program will not complete highly invasive JTD
verifications, such as those for removing fuel cells, until an
aircraft requires this level of maintenance.

- The program did not fund SLO JTD verifications until
March 2014, so SLO JTD lags other verification efforts.
However, most SLO JTD verification will take place using
desktop analysis, and the program expects verification for
all variants to proceed on schedule.

As of September 2015, the program had verified approximately

94 percent of the identified air vehicle JTD modules for

the F-35A, 93 percent of the F-35B, and 73 percent of the

F-35C. The table below shows the number of I'TD modules

identified, developed, and verified for the air vehicle by

variant, pilot flight equipment, support equipment, and SLO.

Overall, approximately 77 percent of these modules have

been identified, developed, and verified. The program tracks

propulsion JTD separately.

and Supportable Low Observable F-35 SDD JOINT TECHNICAL DATA (JTD) DEVELOPMENT AND VERIFICATION STATUS
SLO ?,‘.;.D d def d REQUIRED BY COMPLETION OF SYSTEM DEVEOLOPMENT AND DEMONSTRATION (SDD) CONTRACT
( ) ' and deferre Air Vehicle, Pilot Flight Equipment (PFE), Support Equipment {SE), and Supportable Low Observable (SLO)
approximately 260 data modules, (as of end of September 2015)
identified by th.e Marine Corps as | I Percent | |\
not needed until after IOC, such as Module Modules | Modules | Identified Ve:l';cat:on Percent Identified
JTD modules for loading weapons Type Identified | Developed | Modules Events' Modules Verified
not yet cleared for use. _ Developed
- Although the program included F-35A2 Unit-level 4603 | 4326 94% 4328 Not Determined
development of support equipment F-35B2 Unit-level 5335 5,157 97% 4,966 93% i
JTD in the SDD contract, the F35C Unitlevel | 4766 | 4009 84% 3,488 73% ;
program funded additional Common | i
support equipment via another, (all variants}® ! Unit-level 84 58 69% 62 Not Determined
separate contract, which requires PFE | Common 326 | 318 08 % 27 24% |
approxi ; 0 m ta 5 | '
pproximately 1,700 more dat SE | Common | 2345 | 159 68% 1351 58% |
modules. The contract began in | : |
July 2014 and the modules must be i G | 2% | L 50 L5 |
verified before the end of SDD. o | F3sB | 739 1 739 ! 100% . 48 58% i
- The program estimates that | F35C | 668 97 5% | 79 12%
development of all JTD for each Common | 6 6 | 100% ! 4 i 67 %
variant of the air vehicle and for TOTAL 19617 16905 | 86% | 15060 | 77%
propulsion will meet Service : o o
il 1. For F-35A and Cormmon modules, multiple verifications are required for some single data modules, hence values represent
milestones. verifications and exceed the number of modules developed.
DOT&E sees risk in the ability of 2. includes field- and depot-ievel JTD for operations and maintenance, on- and off-eguicment JTD,
3 H and structured field repairs.
the prog}'am t.O cor-npl‘ete air vehicle 3. Inciudes aircraft JTD for general repairs, sealants, bonding, structured field repairs, and
JTD verifications in time to meet non-destructive investigations.

Service needs. The program does
not have a formal JTD verification schedule nor dedicated
time to complete air vehicle JTD verifications. In addition, it
depends on the availability of aircraft, primarily at Edwards
and Eglin AFBs, to complete this work. JTD verifications
have lower priority than maintaining the flight schedule,

so verification teams normaily cannot schedule dedicated
events,
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Air-Ship Integration and Ship Suitability Testing
F-35B
* The Marine Corps conducted a suitability demonstration

W

ith six operational (i.c., non-test fleet) F-35B aircraft

onboard the USS Wasp from May 18 --29, 2015.

Despite bearing the title “OT-1” for “Operational
Test — One,” as expected, the demonstration was not



an operational test and could not demonstrate that the

F-35B is operationally effective or suitable for use in any

type of limited combat situation. This was due to many

factors concerning how the demonstration was structured
including, but not }imited to, the following major features
that were not operationally representative:

= Other aircraft of a standard Air Combat Element
(ACE)—with which the F-35B would normally
deploy—were not present, except for the required
search and rescue helicopters, granting the F-35B unit
practically sole use of the flight deck and hangar bay.

« The embarked F-35B aircraft lacked the full
complement of electronic mission systems necessary for
combat, and not all the normal maintenance procedures
necessary to keep those systems in combat-capable state
of readiness were exercised.

+ The aircraft did not have the appropriate flight
clearances to carry or employ any ordnance. Ordnance
evolutions were limited to maintainers uploading and
downloading inert bombs and missiles on the flight
deck.

« Uniformed maintainers had not yet been equipped
with complete maintenance manuals and mature
troubleshooting capabilities, necessitating the extensive
use of contractor maintenance personnel that would not
be present on a combat deployment.

» Production-representative support equipment was not
available. Instead, the demonstration used interim
support equipment cleared for hangar bay use only and
requiring workarounds for conducting maintenance,
such as fueling operations, on the flight deck.

= The operational logistics support system, known as
the Autonomic Logistics Global Sustainment system,
was not available. A potentially non-representative
set of spare parts was loaded onboard the ship, and the
program and Marine Corps provided extensive supply
suppott to ensure replacement parts reached the ship
faster than would be expected in deployed combat
operations.

- The USS Wasp demonstration event did, however, provide

useful training for the Marine Corps and amphibious

Navy with regards to F-35B operations onboard L-class

ships, and also provided findings relevant to the eventual

integration of the F-35B into the shipboard environment.

The Marine Corps and Lockheed Martin could not transfer

data for the aircraft, support equipment, spare parts, and

personnel from ashore sites to the SOU onboard the ship
entirely within the ALIS network as originally envisioned,
due to the immaturity of the Autonomic Logistics

Operating Unit. An attempt was made to download the

data onto the ship via other government and contractor

networks, but the download rate over the ship’s network
proved too slow to efficiently move the numerous large
files. Finally, the data were downloaded off-ship via
commetcial Wi-Fi access, burned to CDs, and imported
directly onto the Wasp’s SOU. This method of transterring

data would not be acceptable for routine combat

deployments.

« Similarly, once the USS Wasp was underway, service
personnel noted that getting ALIS-related data to the
ship to support flight operations, such as the EEL
records for spare parts delivered by supply, was slow
over satellite communications channels.

« In addition to the difficulties moving the data back and
forth between the Wasp SOU and ashore site SOUs,
data discrepancies were introduced during the transfer
process, including inconsistencies and lost data.
Transfer of aircraft data from the shore-based SOU to
the Wasp SOU took nearly two days to complete, and
maintenance personnel were correcting discrepancies
found in the aircraft data in ALIS for four additional
days. For example, when the aircraft data files were
finally received onboard the USS Wasp, all outstanding
parts requisitions for the aircraft had been stripped.
The transfer of support equipment data took 10 days to
complete and maintenance personnel were correcting
deficiencies in the data during the majority of the at-sea
period.

Aircraft reliability and maintainability were poor enough

that it was difficult for the Marines to keep more than

two to three of the six embarked aircraft in a flyable

status on any given day, even with significant contractor

assistance. Aircraft availability during the deployment was
approximately 55 percent. Around 80 percent availability
would be necessary to generate four-ship combat
operations consistently with a standard six-ship F-35B
detachment,

. Aircraft availability varied significantly from aircraft to

aircraft, however, with some aircraft requiring no major
maintenance, and other aircraft barely contributing to
meaningful flight operations. In particular, one aircraft,
designation BF-23, was reported “Full Mission Capable
(FMC)” for the entire 11-day duration of the deployment.
Another aircraft, BF-37, flew less than 5 hours,
including diverting to shore and back for a landing gear
malfunction, and was not flyable for 8 of the 11 days.
BF-37 was notable for being in depot modification from
December 8, 2014, to May 8, 2015, right before the

start of the demonstration. Fleet units have reported
initial reliability difficulties with aircraft after they come
back from long stays at the depot, and the experience
with BF-37 onboard USS Wasp would support these
observations.

Poor fuel system reliability proved particularly
challenging, in part due to the nature of the shipboard
environment. The detachment experienced two major fuel
system failures, a fuel boost pump and a high level float
valve. For fuel system maintenance, the aircraft must be
drained of fuel and then certified gas-free of combustible
fuel vapors before work can proceed. Onboard ship, this
lengthy process must be done in the hangar bay and little
work on other aircraft in the bay can occur, particularly
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electrical work or hot-work, due to the risk of sparks
igniting fuel vapors. This is less of an issue on land, where
the aircraft can be moved far away from other aircraft
while de-fueling. The Marines decided to fly one of these
aircraft on a one-time wajver back to shore and swap it
with a replacement aircraft in order to keep flying, and not
over-burden maintenance. However, this would not be

an option when deployed in a combat zone. The program
should increase fuel system reliability, especially for the
F-35B and F-35C variants.

- The detachment staged all necessary personnel, support

equipment, tools, and ship’s facilities to conduct engine
and lift-fan removals and installations in the hangar bay,
but did not actually conduct any, as a basic fit-check.
The amount of space required for this heavy propulsion
maintenance is substantial and could have a significant
operational impact on ACE operations when far more
aircraft are present in the hangar bay and on the flight
deck.

During the underway period, the Marines successfully
delivered a mock spare F-35 engine power module to the
USS Wasp via internal carry on an MV-22 tilt-rotor, and
returned it back to shore. This concept demonstration
opens up a potentially viable re-supply method for

the '-35 engine power module, which is too large and
heavy to deliver to a ship at sea using current, traditional
replenishment methods. Work remains to be done to
ensure that this method will not damage spare engine
modules but, if successful, will ease logistical support of
F-35°s while onboard ship.

- Ordnance evolutions included uploading and downloading

of inert AIM-120 missiles, and GBU-12 500-pound laser
guided and GBU-32 1,000-pound Global Positioning
System-guided bombs. In order to load the bombs to their
appropriate stations in the internal weapons bay, the station
had to be disconnected from the aircraft, lowered and
coupled to the bomb, and then re-connected to the aircraft
with the bomb attached. This procedure potentially
invalidates pre-ordnance loading checks to ensure that the
weapons stations are working properly (i.e., that they will
provide appropriate targeting information to the weapon
and release the weapon when commanded).

The lack of production-representative support equipment
prevented the detachment from providing cooling air on
the flight deck, which is necessary to prevent the avionics
from overheating while conducting maintenance and
servicing while on external electrical power or internal
battery power. This limited the ability to troubleshoot

on the flight deck and made refueling operations less
efficient. The program should demonstrate regular flight
deck operations with the intended operational support
equipment before an actual combat deployment.

The program conducted several tests with 2 Handheld
Imaging Tool (HIT) that uses a smali radar to scan the
aircraft and determine its degree of stealth. The HIT can
be used to scan for areas where the Low Observable (LO)
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material needs to be repaired, as well as to verify repairs

to LO materials. It is a replacement for a previous Radar

Verification Radar, which was too large for efficient use

in the crowded hangar bay of an aircraft carrier. Initial

results of the HIT testing looked very promising, although
further developmental work remains.

Several other important findings surfaced from the

USS Wasp demonstration:

* When the aircraft is on jacks in the hangar bay,
maintainers must securely tie it down to the deck with
chains to ensure that the ship’s rocking motion in the
waves does not cause the aircraft to slip off. However,
the tie down pattern used prevented the weapons bay
doors from being opened while the aircraft is on jacks.
This will prevent maintainers from connecting cooling
air, since the intake port is located in the internal
weapons bay, and may limit efficient completion of
landing gear maintenance.

* With the current software configuration, when

maintainers apply external power to the aircraft, the
anti-collision strobe lights come on automatically,
flashing for a few seconds until maintainers can
manually turn them off. This violates ship light’s
discipline, and at night, it can briefly blind flight
deck personnel as well as potentiaily reveal the ship’s
position. The program must change the software to
prevent this occurrence onboard ship,

* The L-class ships currently lack the facilities to analyze

any debris found on magnetic chip collectors in the
engine oil system. Metal shavings in the engine oil
could indicate that engine components such as bearings
may be wearing out, which could cause the engine

to seize in flight. Currently, if maintainers discover
chips, they will have to down the aircraft and mail them
out to a shore facility that can analyze the shavings

to determine if the engine is up, or requires particular
maintenance. This process could take several days.

» When the aircraft is wet it is extremely slippery. The
F-35 sits higher off the deck than legacy aircraft so
falls off of it can cause greater injury, or at sea, can
lead to a man-overboard. This is exacerbated by the
plastic booties maintainers are supposed to wear when
working on the aircraft to protect the LO coatings.

The detachment decided, for safety reasons, to allow
maintainers to work on the aircraft without wearing
these booties. The program should investigate alternate
footwear to continue to protect aircrafi LO coatings
while also ensuring the safety of maintainers.

* When aircraft were landing nearby, the Maintenance

Interface Panel door vibrated alarmingly. The
maintainers have this door open in order to plug in
their portable computers to get information from the
aircraft and control it while conducting servicing and
maintenance. The Marines resorted to assigning a
maintainer to hold the door, while another worked on
the computer if flight operations were ongoing nearby.



This was an inefficient use of manpower, and the door
hinge should be stiffened to withstand the flight deck
environment,

- The Navy made several modifications to the USS Wasp

in order to support F-35B operations. The deployment

demonstration provided the following observations on

some of these ship modifications:

» Naval Sea Systems Command installed a Lithium-Ion
battery charging and storage facility. The F-35 relies on
270 Volts-Direct-Current and 28 Volts-Fully-Charged
Lithium-Ion batteries, and other assets that will deploy
onboard L-class ships are also predicted to make greater
use of Lithium-lon batteries. However, Lithium-lon
batteries can catch fire under certain circumstances,
especially during charging and, due to their chemical
nature, cannot be extinguished but must burn themselves
out. The storage facility consisted of racks of lockers
that resembled ovens, each with its own exhaust
system that could flue smoke and heat from a battery
undergoing “thermal runaway.” Battery charging would
occur only in these lockers. Despite a flaw relating to
the facility’s air conditioning system being installed
improperly, the general design appeared robust and
functional.

« F-35 pilots must conduct much of their mission planning
inside a Special Access Program Facility, a vault-like
room that is protected against electronic eavesdropping
and is highly secure. The Navy installed a small Special
Access Program Facility to house several classified
ALIS components and provide an area for pilot briefings
and debriefings. This facility was adequate for the
demonstration, but was stretched to capacity to support a
six F-35B detachment. The Navy and Marine Corps are
investigating concepts for equipping L-class ships with
JSF “heavy” ACEs consisting of 16 t0 20 F-35B’s. In
these cases, a much larger facility would be required.

+ The Navy applied a high-temperature coating called
Thermion to the flight deck spots where F-35B aircraft
will land, in lieu of the traditional “pon-skid” coating,
to withstand the F-35B’s exhaust, which is hotter than
the AV-8B. One week into flight operations, personnel
noted several chips of the first of two layers of Thermion
were missing along a weld seam and started monitoring
the site after each landing. No further degradation of
the Thermion was noted for the rest of the detachment.
Naval Sea Systems Command is analyzing the
performance of the coating.

F-35C
« The second phase of ship suitability testing—DT-2—was
conducted from October 2 — 10, 2015. Ship availability
delayed the start of DT-2 from the planned date in
August 2015. The principal goal of DT-2 was to perform
launch and recovery of the F-35C with internal stores loaded.
- The F-35C sea trials are a series of developmental
tests conducted by the program with the principal goal
of supporting development of the aircraft launch and

recovery bulletins, and the general goal of characterizing
ship suitability for operating and maintaining F-35C on
a CVN-class ship. During DT-2, only developmental
test aircraft CF-3 and CF-5, transient aircraft needed

for logistical support, and search and rescue helicopters
deployed to the carrier. No air wing was present. The
major contractor was responsible for maintenance. ALIS
was not installed on the carrier; it was accessed via
satellite link to a location ashore.

- Testers accomplished 100 percent of threshold and

objective test points (280 total test points) over the course

of 17 flights totaling 26.5 flight hours. The results of the

test are still in anatysis. In addition to the principal goal,
the test points addressed:

» Minimum end airspeed for limited afterburner and
military power catapult launches. For catapult launches
that use afterburner, engine power is initially limited
to less than full afterburner power while the aircraft is
static in the catapult, but then automatically goes to full
afterburner power once released. This power limitation
was in place to reduce thermal loads on the Jet Blast
Deflectors (JBDs) behind the aircraft.

+ Crosswinds catapults

+ Recovery in high headwinds

« TInitial Joint Precision Approach and Landing System
testing

» Qualities of the Gen IIl HMDS at night

= Running the Integrated Power Package (IPP) and engine
in the hangar bay

« Engine and power module logistics in the hangar bay

. There were 7 bolters (failure to catch an arresting wire) in

66 arrestments during DT-2. During DT-1 (Developmental
Test — One), there were no unplanned bolters in

1272 arrestments. The higher rate was expected since the
carrier arresting gear was not fully operational during
DT-2. The third arresting wire (i.¢., the wire typically
targeted in carrier landings), was removed from service
during the test because of a malfunction.

Testers ran the aircraft’s IPP, a miniature gas turbine
engine that can provide ground power, in the hangar bay.
They then performed a low-thrust engine run as well. This
process simulated maintenance checkout procedures that
frequently occur in the hangar bay with legacy aircraft.
During these evolutions, crew position the aircraft with

its tail pointing out of one of the set of hangar bay doors
to the aircraft elevators to direct heat and exhaust away
from the inside of the ship. For the F-35C, the unique
concern is that the IPP exhaust vents up towards the
hangar bay ceiling. The test team monitored the IPP
exhaust gas temperature to ensure it would not damage the
ceiling of the hangar bay. During both the IPP run and the
engine-turn, this temperature remained within safe limits.
Testers also collected noise data; analysis is ongoing. The
team did not collect data on the potential build-up of IPP
exhaust gases within the hangar bay atmosphere, but plans
to collect these data during DT-3.
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DT-3, the third and final set of sea trials, will expand the
carrier operating envelope further, including external stores,
and is scheduled to occur in August 2016.

The Navy is working on the following air-ship integration

issues, primarily for carriers. Some of the following issues

also apply to F-35B operations on L-class ships:

- Flight deck JBDs may require additional side panel
cooling in order to withstand regular, cyclic limited
afterburner launches from an F-35C. JBDs are retractable
panels that re-direct hot engine exhaust up and away
from the rest of the flight deck when an aircraft is at
high thrust for take-off. Even with this additional
cooling, however, JBDs may be restricted in how many
consecutive F-35C limited afterburner launches they can
withstand before they will require a cool down period,
which could affect the launch of large “alpha strikes™
that involve every aircraft in the air wing, a combat tactic
the Navy has used frequently in past conflicts. F-35C
limited-afterburner launches are required when the F-35C
is loaded with external weaponry and in a heavy, high-drag
configuration. The Navy estimates that an F-35C will have
3,000 catapult launches over a 35 year expected lifespan,
but that no more than 10 percent of these launches will be
limited-afterburner.

The Navy continues to investigate the replacement of a
mobile Material Handling Equipment crane for several
purposes onboard carriers, including, and perhaps most
importantly, facilitating F-35 engine module maintenance.
In order to transfer spare F-35 engine modules from their
containers onto a transportation trailer, so they can later
be installed in an aircraft, or to take broken modules from
a trailer and put them into a shipping container to send
back to an ashore repair site, a heavy lift capable crane

is required. Onboard L-class ships, the Navy will use an
overhead bridge crane built into the hangar bay ceiling, but
CVNs do not have any similar ship’s facility and the Navy
intends to use a mobile crane. However, efforts to acquire
a suitable crane have gone more slowly than originally
expected. Given procurement timelines, the Navy must
proceed without any further delays in order to have an
appropriate crane onboard ship in time for the projected
first deployment of an F-35C.

- Work continues on developing triple hearing protection
for flight deck crews, but with little update since the
FY14 DOT&E Annual Report. Both the F-35C and
F/A-18E/F produce around 149 decibels of noise where
personnel are normally located when at maximum thrust
during launch evolutions. The Navy has determined that
53 decibels of attenuation will be required from a triple
hearing protection system to allow these personnel to be
on deck for 38 minutes, or the equivalent of 60 launch
and recovery cycles. Current designs only achieve in the
mid-40s decibel range of attenuation, which ailows less
than 10 minutes of exposure before certain flight deck
personnel reach their maximum daily limit of noise.
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- Two methods of shipboard aircraft firefighting for the F-35

with ordnance in the weapons bay are being developed,

one for doors open and one for doors closed. Each will

consist of an adapter that can fit to the nozzle of a standard
hose. The open door adapter will also attach to a 24-foot
aircraft tow bar so firefighters can slide it underneath the
aircraft and spray cooling water up into the bay.

* The Navy has produced four articles of the open bay
firefighting device. This adapter performed well in
preliminary tests conducted in 2014. Three of the
production articles have been sent to Naval Air Station
China Lake for further evaluation, and the fourth has
been sent to a training command at Naval Air Station
Norfolk to begin training flight deck personne] in its use
and ship’s company personnel how to maintain it,

* Developmental work continues on the closed bay
adapter. The Navy is currently pursuing two different
designs that would cut through the aircraft skin to flood
the weapons bay with water as well as lock into place to
allow firefighting crews to back away from the fire after
the hose is securely attached to the aircraft, One design
will require two sailors to use, and the other design is
more aggressive, but would potentially only require a
single sailor.

Climatic Lab Testing

The program conducted climatic testing on an F-35B test
aircraft (BF-5) in the McKinley Climatic Laboratory from
October 2014 to March 2015. All the planned environments
were tested, but logistics tests (low observable repair and
weapon loading, for example) were not completed due to
delays that oceurred in test execution.

Testing of timelines to meet alert launch requirements
showed start-up to employment capabilities (both air-to-

air and air-to-ground) exceeded the ORD requirements

(i.e., took longer than required), in some cases up to several
minutes. Cold alert launches performed better than predicted
{and in some cases met requirements), while hot launch
times were worse than predicted. The program has no plan
to address these requirements during SDD.

The program did not fully test some necessary functions,
such as landing gear operations. Additionally, some major
production support equipment was not available for testing.
Portable enclosures for iow-observable restoration did not
meet expectations. The program has an additional test period
planned for February 2016 using an operational aircraft.

Cybersecurity Operational Testing
* Inaccordance with DOT&E and DOD policy, the JOTT

developed and presented a cybersecurity operational test
strategy to DOT&E for approval in February 2015. This
strategy established a schedule and expectations for
cybersecurity testing of the JSF air system through the end
of SDD and IOT&E in late 2017. The strategy includes
multiple assessments aligned with the blocks of capability as



the program delivers them to the field in both the air vehicle
and ALIS. The test teams will conduct the assessments

on fielded, operational equipment. All testing requires
coordination from the JSF Program Executive Officer, via
an Interim Authority to Test (IATT). This testing is OT&E;
DOT&E approves the plans and independently reports
results. The test strategy approved by DOT&E includes
end-to-end testing of all ALIS components and the F-35 air
vehicle.

The Navy conducted a Cooperative Vulnerability and
Penetration Assessment (CVPA) of the ALIS Squadron

Kit 2.0.0.2 aboard the USS Wasp from May 26 through
June 15, 2015. Findings were mostly administrative in
nature and the test team recommended changes to the
procedures for updating antivirus signatures, system restoral,
and issuing user IDs and passwords prior to systems
becoming operational at deployed or ship-based locations.
Starting in early CY15, the JOTT began planning CVPAs
and Adversarial Assessments (AA) of all ALIS components
in the latest configuration to be fielded—ALIS 2.0.1.1—as
well as the F-35 air vehicle in the Block 2B configuration.
Consistent with the strategy, the JOTT planned a CVPA

for September 21 through October 2, 2015, and an AA for
November 9 — 20, 2015. Only the ALIS components were to
be tested in these events, with an air vehicle to be included
in a future test event. However, the test teams wete not
able to complete the CVPA as planned due to the failure of
the Program Office to provide an IATT. According to the
Program Office, an IATT was not granted due to insufficient
understanding of risks posed to the operational ALIS systems
by cybersecurity testing. As a result, the Program Office
directed a more thorough risk assessment and restoration
rehearsals on the ALIS systems undergoing testing to
improve confidence in the identified risk mitigations.

To recover progress on the test strategy, the J OTT
coordinated with cybersecurity test teams for the

November 2015 AA to be combined with a CVPA. However,
the program approved only a partial IATT, which allowed

a CVPA of the ALIS components at Edwards AFB and a
CVPA of the Operational Central Point of Entry (CPE)—a
major network hub in the overall ALIS architecture—to
proceed. Although authorized, the AA for the CPE was

not accomplished as the IATT was not provided in time for
the AA team to make arrangements for the test. Although
significantly limited in scope relative to original plans,

the testing nonetheless revealed significant cybersecurity
deficiencies that must be corrected.

An end-to-end enterprise event, which links each
component system, including the air vehicle, is required

for cybersecurity operational testing to be adequate. The
test teams are developing the needed expertise to conduct a
technical vulnerability and penetration test of the air vehicle
avionics and mission systems. Laboratory simulators at the
U.S. Reprogramming Lab (USRL) and Lockheed Martin

might be suitable environments for risk reduction and
training, but will not take the place of testing on the vehicle.
The Air Force Research Laboratory recently published an
F-35 Blue Book of potential operational vulnerabilities that
should help scope future air vehicle operational testing.

The Program Office should accelerate the actions needed to
enable cybersecurity operational testing of the fielded Block
2B and Block 3i systems that includes both ALIS and the air
vehicle.

The program plans to develop an ALIS test laboratory,
referred to as the Operationally Representative Environment,
to support developmental testing and risk reduction in
preparation for future operational testing. This venue should
be made available for cybersecurity testing as well, but will
likely not be an adequate venue for cybersecurity testing for
TIOT&E.

Pilot Escape System
+ In 2011, the program and Services elected to begin training

and flight operations at fielded units with an immature pilot

escape system by accepting risks of injury to pilots during

ejection. These risks included pilots flying training missions
with ejection seats that had not completed full qualification
testing and flying overwater without the planned
water-activated parachute releasc system (a system which
automatically releases the parachute from the pilot’s hamess
upon entry into water). Certain risks are greater for lighter
weight pilots. Recent testing of the escape system inCYl15
showed that the risk of serious injury or death are greater for
lighter weight pilots and led to the decision by the Services
to restrict pilots weighing less than 136 pounds from flying

the F-35.

Two pilot escape system sled tests occurred in July and

August 2015 that resulted in failures of the system to

successfully eject a manikin without exceeding neck

loads/stresses on the manikin. These sled tests were needed
in order to qualify the new Gen 11l HMDS for flight release.

- Asled test in July on a 103-pound manikin with a Gen III
helmet at 160 knots speed failed for neck injury criteria.
The program did not consider this failure to be solely
caused by the heavier Gen [II helmet, primarily due to
similarly poor test results having been observed with
Gen IJ helmet on a 103-pound manikin in tests in 2010.

- The sled test was repeated in August 2015 using a
136-pound manikin with the Gen I helmet at 160 knots.
This test also failed for neck injury criteria. Similar
sled testing with Gen 11 helmets in 2010 did not result in
exceedance of neck loads for a 136-pound pilot.

After the latter failure, the program and Services decided to

restrict pilots weighing less than 136 pounds from flying any

F-35 variant, regardless of helmet type (Gen 1l or Gen III).

Pilots weighing between 136 and 165 pounds are considered

at less risk than lighter weight pilots, but at an increased

risk (compared to heavier pilots). The level of risk was
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labeled “serious” risk by the Program Office based on the
probability of death being 23 percent and the probability of
neck extension (which will result in some level of injury)
being 100 percent. Currently, the program and the Services
have decided to accept the risk to pilots in this weight range,
although the basis for the decision to accept these risks is
unknown,

The testing showed that the ejection seat rotates backwards
after ejection. This results in the pilot’s neck becoming
extended, as the head moves behind the shoulders in

a “chin up” position. When the parachute inflates and
begins to extract the pilot from the seat (with great force),

a “whiplash” action occurs. The rotation of the seat and
resulting extension of the neck are greater for lighter weight
pilots.

The Gen III helmet weighs 5.1 pounds, approximately

6 ounces more than the Gen II helmet. The increased weight
is primarily due to the larger/heavier night vision camera
optics. The program has a weight reduction project ongoing
to determine if approximately 5 ounces can be eliminated

in the Gen Il helmet by reducing structure and materials
without affecting fit or optics.

In coordination with the Program Office, the ejection seat
contractor funded a proof-of-concept ejection sled test in
October to assess the utility of a head support panel (HSP}, a
fabric mesh behind the pilots head and between the parachute
risers, to prevent exceeding neck loads during the gjection
sequence for lighter weight pilots. Based on the initial
results, the Program Office and Services are considering seat
modifications that would include the HSP, but they may take
up to a year to verify improvement and install them onto
aircraft.

Additional testing and analysis are also needed to determine
the risk of pilots being harmed by the transparency removal
system (which shatters the canopy before, and in order

for, the seat and pilot to leave the aircraft) during ejections
in other than ideal, stable conditions (such as after battle
damage or during out-of-control situations).

The program began delivering F-35 aircraft with a
water-activated parachute release system in later deliveries
of Lot 6 aircraft in 2015. This system, common in curtent
fighter aircraft, automatically jettisons the parachute when
the pilot enters water after ejection and is particularly
beneficial if the pilot is incapacitated at this point.

Progress in Modification of LRIP Aircraft
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Modification of early production aircraft is a major endeavor
for the program, driven by the large degree of concurrency
between development and production. Modifications are
dependent on the production, procurement, and installation
of modification kits, completed either at the aircrafi depot
locations or at the field units. If early production aircraft

are to be used for IOT&F, as has been planned, the program
will need to modify them in order to provide production
representative Block 3F operational test aircraft for an
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adequate IOT&E. Current projections by the Program Office

show that, even with accelerated contracting, the operational

test fleet will not complete modifications until April 2019.

This is 20 months past August 2017, the date currently

planned by the Program Office for the start of IOT&E.

The program maintains a complex modification and

retrofit database that tracks modifications required by each

aircraft, production break-in of meodifications, limitations

to the aircraft in performance envelope and service life,

requirements for additional inspections until modifications

are completed, and operational test requirements and
concerns.

- Major modifications take place at aircraft depots while
depot field teams will travel to field unit to complete other
modifications. Additional modifications will occur while
aircraft undergo unit-level maintenance.

- Some aircraft, primarily those assigned to operational test,
will undergo modification first to a Block 2B and then to a
Block 3F configuration, and will require two inductions to
an aircraft depot for several months each.

Upgrading F-35 aircraft to a Block 2B configuration

includes modifications based on capability and life limits on

hardware. Major modification categories include:

- Structural life-limited parts, or Group 1 modifications

- F-35B Mode 4 operations, including a modification to the
Three Bearing Swivel Module (3BSM) so F-35B aircraft
can conduct unrestricted Mode 4 operations

- On-Board Inert Gas Generation System (OBIGGS), which
provides the upgraded hardware for generating adequate
nitrogen-enriched air to support lightning protection
requirements and reduce vulnerability to fuel tank
explosions from a live fire event; however, the aircraft will
need additional modifications to the fuel system for full
lightning and vulnerability protection
Upgrades to ALIS and training systems

*  During the first half of 2015, Marine Corps 10C aircraft

received top priority for Block 2B modifications, During the

second half of 2015, the program prioritized modification of

operational test aircraft.

- To successfully modify Marine Corps aircraft in time for
10C, and becauvse aircraft modifications frequently took
longer than projected, the program, for the first time, sent
Marine Corps aircraft to the Air Force depot at Hill AFB.

- Because of the re-scoping of the Block 2B operational
testing, the program delayed modifications to a number
of aircraft assigned to operational test squadrons. As of
December 2015, 8 of 14 aircraft assigned to operational
test squadrons were in the full Block 2B configuration,
which includes the OBIGGS modification, with 1 more
undergoing depot modifications. One F-35B is not
scheduled to complete this modification until June 2017.
Twelve of the 14 aircraft have been at least partially
modified to the Block 2B configuration, allowing them to
fly with the Block 2B software.



« Modifying aircraft to a Block 3F configuration includes
completing Block 2B modifications, Technical Refresh 2
(TR-2) upgrades, and Block 3F changes. The table below
shows known requirements by production lot of aircraft and
the number of those that are authorized and scheduled as of
July 2015. Later lots of aircraft require fewer modifications
because of changes incorporated into the production line.

complete modifications at the other Service’s depot. As
of June 2015, the MCAS Cherry Point depot completed
meodifications on 16 aircraft, 5 of which the program
needed for Marine Corps 10C.

- The Hill AFB depot has stayed closer to projections on
completing modifications. Although early inductees
exceeded the planned timeline, later aircraft, including the

two F-35B aircraft, have completed

KNOWN BLOCK 3 IOT&E MODIFICATION REQUIREMENTS IN LOTS 3THROUGH 9 modifications in less time than
Variant Lot3 Lot4 Lot5 Lot6 Lot7 Lot8 Lotg projected. Fourteen aircraft have
F-35A 124(69) | 10040 | 8332 38(15) 15(2) 10(1) 201) completed modifications at this
F-358 130(77) | 106(s6) | 82(38) 38(19) 10(2) 3(0) 1(0) depot, including two F-35B aircraft
F-35C - 96143 | 2030 | 38015 14(2) 8(1) 200) needed for Marine Corps [OC. Hill
AFB, which began the year with

1. Numbers in parentheses denote authorized and scheduled modifications. three op erational docks expan ded
E

+ Current Program Office plans for modifications show that
none of the operational test aircraft will have all Block 3F
modifications completed by the Program Office’s projected
start of IOT&E in August 2017.

The program awarded an undefinitized contract action
(UCA) for new TR-2 processors in September 2015 to
support Block 3F retrofit modifications of the Block 2B
operational test aircraft. However, the TR-2 hardware
packages have a 26-month lead-time which, along with
other required changes that do not yet have approved
engineering or hardware solutions, will delay the complete
modification of any operational test aircraft until after
[OT&E is scheduled to start.

- The program is analyzing options to reduce this timeline,

including seeking authorization outside of normal
acquisition practices to purchase hardware early, taking
components from the production line before installation
oceurs for use on operational test aircraft, and installing
instrumentation on later LRIP aircraft that will have
already received this hardware during production.

The majority of aircraft assigned to operational test
squadrons are LRIP 3 and 4 aircraft, which require
extensive modifications to reach a Block 3F configuration.

» The program has had difficulty maintaining the planned
induction schedule at the two F-35 depots located at MCAS
Cherry Point, North Carolina, and Hill AFB, Utah, after
structural modifications took 20 days longer than planned on
early inductees, and Lockheed Martin delivered modification
kits late. Transportation issues also resulted in retrograde
assets not shipping in a timely manner for repairs and

upgrades.

At MCAS Cherry Point, early F-35B aircraft inducted took
45 days longer than projected to complete modifications
and, as of July 2015, the depot had used nearly 300 more
cumulative maintenance days than projected to modify
aircraft. To meet Marine Corps IOC requirements, the
program sent two aircraft, BF-31 and BF-32, to Hill AFB
to complete structural modifications. Prior to this, the
program had not scheduled F-35A or F-35B aircraft to

their depot capacity to eight docks in
2015 by accelerating the opening of four of these docks to
reduce the risk of maintaining the modification schedule.

- The program further reduced risk to the modification
schedule by employing additional field teams to complete
maodifications previously planned to occur during aircraft
inductions.

- By July 2015, both depots showed improved tracking with
the depot flow plan.

Recommendations

+ Status of Previous Recommendations. The program addressed
two of the previous recommendations. As discussed in the
appropriate sections of this report, the program did not, and
still should:

1. Update program schedules to reflect the start of spin-up
training for [OT&E to occur no earlier than the operational
test readiness review planned for November 2017, and the
associated start of FOT&E six months later, in May 2018.

2. Complete lab testing of the mission data loads, as is planned
in the mission data optimization operational test plan, prior
1o accomplishing the necessary flight testing to ensure the
loads released to the fleet are optimized for performance. If
mission data loads are released to operational units prior to
the completion of the lab and flight testing required in the
operational test plan, the risk to operational units must be
clearly documented. Status: Lab testing in Block 2B is still
in work; 2B build fielded to operational F-35B units, risk
not documented.

3. Complete the remaining three Block 2B weapon delivery
accuracy (WDA) flight test events in a way that ensures full
mission systems functionality is enabled in an operationally
realistic manner.

4. Provide adequate resourcing to support the extensive
validation and verification requirements for the Block 3
VSim in time for IOT&E, including the data needed from
flight test or other test venues.

5. Extend the full-up system-level (FUSL) decontamination
test to demonstrate the decontamination system
effectiveness in a range of operationally realistic
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environments. Status: The Program Office has elected

not to address this recommendation; the FUSL test will be
conducted only under ambient conditions at Edwards AFB
during 4QFY 16 through 1QFY17 preventing the assessment
of this system in other, potentially more stressing ambient
conditions.

. Ensure adequate testing of ALIS software upgrades on

operationally-representative hardware is complete prior to
fielding to operational units.

FY15 Recommendations. The program should:
1.

Acknowiedge schedule pressures that make the start of
IOT&E in August 2017 unrealistic and adjust the program
schedule to reflect the start of IOT&E no earlier than
August 2018.

. The Department should carefully consider whether

committing to a “block buy,” composed of three lots

of aircraft, is prudent given the state of maturity of the
program, as well as whether the block buy is consistent with
a “fly before you buy” approach to defense acquisition and
the requirements of Title 10 United States Code.

. Plan and program for additional Block 3F software builds

and follow-on testing to address deficiencies currently
documented from Blocks 2B and 3i, deficiencies discovered
during Block 3F developmental testing and during IOT&E,
prior to the first Block 4 software release planned for 2020.

. Significantly reduce post-mission Ground Data Security

Assembly Receptacle (GDR) processing times, in particular,
decryption processing time.

. Ensure the testing of Block 3F weapons prior to the start

of IOT&E leads to a full characterization of fire-control
performance using the fully integrated mission systems
capability to engage and kill targets.

JSF

|

I1.

12

13.

14,

. Complete the planned climatic lab testing.
. Provide the funding and accelerate contract actions to

procure and install the full set of upgrades recommended
by DOT&E in 2012, correct stimulation problems, and fix
all of the tools so the U.S. Reprogramming Lab (USRL)
can operate efficiently before Block 3F mission data load
development begins.

. Complete the planned testing detailed in the

DOT&E-approved USRL mission data optimization
operational test plan and amendment.

. Along with the Navy and Marine Corps, conduct an actual

operational test of the F-35B onboard an L-class ship
before conducting a combat deployment with the F-35B.
This test should have the full Air Combat Element (ACE)
onboard, include ordnance employment and the full use
of mission systems, and should be equipped with the
production-representative support equipment.

. Develop a solution to address the modification and retrofit

schedule delays for production-representative operational
test aircraft for IOT&E. These aircraft must be similar to, if
not from the Lot 9 production line.

Provide developmental flight test tracking products that
clearly show progress on what has been accomplished and
test activity remaining,

Develop an end-to-end ALIS test venue that is production
representative of all ALIS components.

Ensure the necessary authorizations are provided in time

to permit operational cybersecurity testing of the entire
F-35 air system, including the air vehicle, as planned by the
operational test community.

Provide dedicated time on representative air vehicles to
complete Joint Technical Data (JTD) verification.



Global Command and Control System — Joint (GCCS-J)

Executive Summary

* In FY15, Defense Information Systems Agency (DISA)
development of Global Command and Control System — Joint
(GCCS-J) focused on fixing cybersecurity vulnerabilities,
implementing high-priority capability enhancements, and
software defect corrections to both the GCCS-J Global
(referred to as Global) and Joint Operation Planning and
Execution System (JOPES).
Global
* JITC conducted a Global v5.0 pilot test in January 2015

in preparation for entering operational testing. Global

v5.0 failed to satisfy operational test entrance criteria, and

DISA, with concurrence of the operational community,

subsequently cancelled Global v5.0 in order to reduce

risk to Global v4.3 Update 1 sustainment and Giobal v6.0

development,

* DISA developed Global v4.3 Update | Emergency

Release ! to resolve an operational deficiency discovered

in the fielded Global v4.3 Update 1 software. This release

also included some of the improvements originally planned
for the cancelied Global v3.0. The Joint Interoperability

Test Command (JITC) and DISA tested Global v4.3 Update

1 Emergency Release 1 in April 2015.

- GCCS-J Global v4.3 Update 1, with Emergency
Release 1, remains effective for use in higher echelons.
Testing of Global v4.3 Update 1 for use in lower
echelens will occur in FY 16 as part of Air Operations
Center — Weapons System operational testing,

- GCCS-] v4.3 is operationally suitable. System
installation, help desk, training, and availability are all
acceptable.

- GCCS-J v4.3 Update 1 is not survivable. DISA has
not fixed all vulnerabilities identified by the National
Security Agency (NSA) cybersecurity testing, and
additional vulnerabilities have been identified by
cybersecurity testing as part of major Combatant
Command exercises.

JOPES
» DISA developed JOPES v4.2.0.3 Emergency Release 4

to implement Global Force Management capabilities

and to implement Operational Plan Relevancy codes.

JITC conducted an operational test of JOPES v4,2.0.3

Emergency Release 4 in June 20135.

- JOPES v4.2.0.3 Emergency Release 4 is operationally
effective and suitable. Users successfuily employed new
Global Force Management capabilities and completed all
mission tasks.

- The cyber survivability of JOPES v4.2.0.3 Emergency
Release 4 has not yet been tested.

CommonOperational
Picture

Erose Domain Sarvices
MWodarnization initiative

daint OperationPlanning &
Execulion §yateme "M:

A=k

a PR
i

Agila Client Enterprise

Common Cperational
Picturs (ECOP)

integratedimageryf. o
Intelligance ‘r A T
e e Py o
i e it Joint Command &
z | Control Common User

. - ‘ El
=l

System
= GCCS-J consists of hardware, software (both commercial

off-the-shelf and government off-the-shelf), procedures,

standards, and interfaces that provide an integrated near

real-time picture of the battlespace that is necessary to conduct

joint and multi-national operations.

GCCS-J consists of a client/server architecture using

open-systems standards, governmeni-developed military

planning software, and, increasingly, use of World Wide Web

technology.

GCCS-J consists of two components, GCCS-J Global and

JOPES.

Global (Force Protection, Situational Awareness, and

Intelligence applications)

* Global v4.3 Update 1, Emergency Release 1 is the currently
fielded version. DISA developed Global v4.3 Update 1
to implement high-priority intelligence mission updates
to the Theater Ballistic Missile correlation systems, joint
Targeting Toolbox, and Modernized Integrated Database.
The update also resolved 49 defects affecting other parts
of the system and implemented security lockdown scripts
and Information Assurance Vulnerability Alert updates.
Emergency Release 1 resolved an operational deficiency
discovered in the fielded Global v4.3 Update 1 sofiware.

= Global v5.0. DISA developed Global v5.0 to introduce
updates and new features to the Cross-Functional/
Infrastructure, Situational Awareness, and Integrated
Imagery and Intelligence mission areas. DISA also fixed
33 problems, all of which had approved operational
workarounds. Poor test results in 2013 induced DISA to
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cancel Global v5.0 and instead focus on development of
Global v6.0.

Global v6.0. This version will contain features from v5.0
and implement an Agile Client as the primary GCCS-J
user interface to allow removal of the global client from
the system baseline. DISA is also modernizing Global
interfaces to provide greater flexibility for information
sharing with external systems.

JOPES (Force Employment, Projection, Planning, and
Deployment/Redeployment applications)
» JOPES v4.2.0.3 Emergency Release 4 is the currently

ficlded version. DISA developed JOPES v4.2.0.3
Emergency Release 4 to implement Global Force
Management capabilities and to implement Operational
Plan Relevancy codes. Force Tracking Number and
Deployment Order information were added to the system,
as well as an ability to identify and query operationally
relevant plans. DISA also corrected seven critical
deficiencies.

Mission

+ Joint Commanders utilize the GCCS-J to accomplish
command and controi.
Global

Commanders use Global to:

- Link the National Command Authority to the Joint Task
Force, Component Commanders, and Service unique
systems at lower levels of command

- Process, correlate, and display geographic track
information integrated with available intelligence and

environmental information to provide the user a fused
battlespace picture

- Provide Integrated Imagery and Intelligence capabilities
{c.g. battlespace views and other relevant intelligence)
into the common operational picture and allow
commanders to manage and produce target data using
the Joint Tactical Terminal
Provide a missile warning and tracking capability

Air Operations Centers use Global to:

- Build the air picture portion of the common operational
picture and maintain its accuracy

- Cotrelate or merge raw track data from multiple sources

- Associate raw Electronics Intelligence data with track
data

- Perform targeting operations

JOPES

-

Commanders use JOPES to:

- Translate policy decisions into operations plans that
meet U.S. requirements to employ military forces

- Support force deployment, redeployment, retrograde,
and re-posturing

- Conduct contingency and crisis action planning

Major Contractors

» Government Integrator; Defense Information Systems Agency
(DISA)

» Software Developers:

Northrop Grumman — Arlington, Virginia
Leidos — Arlington, Virginia

- Pragmatics — Arlington, Virginia

Activity
Global
+ In September 2014, DISA approved Global v4.3 Update 1
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fielding, based on results from developmental and
operational testing conducted in 2014. DISA fixed eight of
nine cybersecurity vulnerabilities identified as part of NSA
cybersecurity testing shortly after fielding.

JITC conducted the Global v5.0 pilot test at U.S. Special
Operations Command, MacDill AFB, Florida, from
January 7 — 9, 2015, to assess the systems readiness to enter
operational test. Global v5.0 failed to satisfy operational
test entrance criteria, and DISA, with concurrence of the
operational community, subsequently cancelled Global v5.0
in order to reduce risk to Global v4.3 Update 1 sustainment
and Global v6.0 development.

DISA developed Global v4.3 Update 1 Emergency

Release 1 to resolve an operational deficiency discovered
in the fielded Global v4.3 Update 1 software. This release
also included some of the improvements originally planned
for Global v5.0. In April 2015, JITC and DISA conducted a
level 1 operational test of Global v4.3 Update 1 Emergency
Release 1 in accordance with a DOT&E-approved policy
that did not require a DOT&E-approved test plan.

GCCS-J

On January 7, 2015, the Joint Staff released a memorandum
directing a comprehensive review of Global critical and
non-critical interface requirements. The Joint Staff directed
the review to confirm that Service member data exchange
requirements in support of operational missions were

being met. This review helped update the correct critical
interfaces, and the results of these updates will drive the
content, development, and testing of Global v6.0.

JOPES

In June 2015, JITC conducted a level 1 operational test
of JOPES v4.2.0.3 Emergency Release 4 in accordance
with a DOT&E-approved policy that did not require

a DOT&E-approved test plan. This testing included
interface testing with Defense Readiness Reporting
System — Strategic.

Assessment
Global

»

GCCS-J v4.3 Update 1, with Emergency Release 1, is
effective for use in higher echelons.



- Further operational testing is required to determine the
effectiveness for use in lower echelons, such as Air
Operations Centers. The interface requirement updates
directed by the Joint Staff will assist the Air Operations
Center test community in assessing effectiveness at
lower echelons.

- Developmental testing of Global v4.3 Update 1 is
planned for the Air Operations Center community in
October 20135, with operational testing planned for
January 2016.

GCCS-J Global v4.3 Update 1 is not survivable.

DISA has fixed eight of nine significant vulnerabilities
identified by NSA cybersecurity testing; however,

one significant vulnerability remains. Additional
GCCS-J vulnerabilities have been identified by
DOT&E-sponsored cybersecurity testing during major
Combatant Command exercises.

» (GCCS-I v4.3 Update 1 is operationally suitable. System

installation, help desk, training, and availability are all

- JOPES demeonstrated effective end-to-end data
exchanges with the new Joint Capabilities Requirements
Manager, as well as with Global Combat Support
System — Joint and the Deliberate and Crisis Action
Planning and Execution Segments.

JOPES v4.2.0.3 Emergency Release 4 is operationally

suitable.

- System administrators successfully installed and
configured the system. The Combatant Commands
validated the updated standard operating procedures
to support the new Joint Capabilities Requirements
Manager to JOPES interface.

- The system was available throughout the test period, and
users did not notice any degradation of performance or
usability.

The cybersecurity of JOPES v4.2.0.3 Emergency Release 4

has not been tested.

Recommendations
= Status of Previous Recommendations. DISA has addressed

acceptable.

JOPES one of the two previous FY 14 recommendations. However,

+ JOPES v4.2.0.3 Emergency Release 4 is operationally DISA still needs to conduct cybersecurity testing of GCCS
effective. Global v4.3 Update 1 in an operational environment to assess

Users successfully employed new Global Force
Management capabilities and completed all mission
tasks.

- All Combatant Commands experienced data exchange
failures linked to either initial subscription or interface
maintenance. The Joint Staff, in coordination
with the Combatant Commands, updated existing
standard operating procedures and identified roles and
responsibilities to manage the processes.

- The JOPES program manager resolved all high-priority
problem reports, and JITC did not discover any new
problems during operaticnal testing,.

protect, detect, react, and recover capabilities.
* FY15 Recommendations. DISA should:

1.

Correct any remaining major cybersecurity vuinerabilities
identified either by the NSA assessment of the GCCS-J
v4.3 baseline, or during subsequent Combatant Command

exercises.

. Conduct cybersecurity testing of both GCCS Global

v4.3 Update 1 Emergency Release | and the JOPES
v4.2.0.3 Emergency Release 4 baselines in operational
environments, fix any cybersecurity vulnerabilities
identified, and conduct appropriate regression testing.
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Joint Information Environment (JIE)

B/P/CIS - Base, Post, Camp, and Station
BAN - Base Area Network

CAP - Cloud Access Point

CDC - Core Data Center

CDS - Crose Domain Solution

CSAAC - Cyber Situational Awareness Analytic Cloud IPN - Installation Processing Nodes

Data Sves - Data Services

DMZ - Demilitarized Zone

Ent Svcs - DOD Enterprise Services (“Extended)
EOC - Enterprise Operations Center

Executive Summary

= The Joint Information Environment (J1E) is not a program of
record, and to date, the Defense Information Systems Agency
(DISA), Joint Interoperability Test Command (JITC), and
Services have not conducted any operational testing of the JIE
infrastructure or components,

= The JIE effort lacks an overarching systems integration
process or program executive organization to manage cost,
drive schedule, and monitor performance factors. The
European JIE early operational assessment, originally
scheduled for March/April 2014, continues to slip due to
Joint Regional Security Stack (JRSS) integration complexity,
lack of overall schedule discipline, and Service-influenced
funding priorities; the DOD Chief Information Officer (CIO)
has shifted its near-term focus for JRSS to the Southern
Continental United States (CONUS).

» U.S. Cyber Command established the Joint Force
Headquarters DOD Information Networks (JDOC) and the
JIE Executive Committee {(EXCOM) designated the DISA
Operation Centers in Europe and the Pacific as Enterprise
Operations Centers (EOCs) to support JIE network
management, data centers, Internet gateways, JRSS, and

_sreress |
=y

GEOC - Global Enterprise Operations Center MPGW - Mission Partner Gateway
GSU - Geegraphic Separated Unit

IAP - Internet Accass Point

IdAM - ldantitly and Access Managment
IG - Installation Gataway

ISN - Installation Service Node

JMN - JIE Management Network

JMS - JIE Management System

JRSS - Joint Regional Security Stacke

MPLS - Multiprotocol Label Switching

NOSC - Netwotk Operations & Security Center
SAT - Satellite Communications Gateway
SPPN - Special Purpose Processing Node
S8A - Single Security Architecture

Svc Apps - DOD Component Applications
TPN - Tactical Processing Noda

UC - Unified Capabilities

Web Apps - Web Applications

cybersecurity. The Joint Operations Steering Group (JOSG)
developed EOC continuity of operations plans to better
manage networks, and coordinate and communicate with
Service operations centers. DISA established EOCs in the
European and Pacific theaters that will conduct mission
support and information technology operations.

DOT&E is working with DISA and JITC to plan for an early
operational assessment of JIE in late FY 16.

UJ.S. Cyber Command continues to refine the selection criteria
for the CONUS EOCs as well as the JDOC/EQC global and
regional situational awareness requirements. In October
2015, the JIE EXCOM endorsed U.S. Cyber Command’s
proposal that DISA CONUS be the interim EQC to support the
implementation of JRSS.

Capability and Attributes
» The DOD CIO has prioritized areas of modernization for the

DOD components to implement as the foundational steps
to realize the JIE. The DOD CIO’s areas of modernization

include the following:
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- Network Modernization of optical carrier upgrades and
Multi-Protocol Label Switching (MPLS) routers
The JRSS, the Joint Management System for the JRSS and
Cyber Situational Awareness Capabilities
- Computing Environment, which includes Commercial
Cloud, Cloud Access Points, and milCloud
- The Mission Partner Environment for coalition/partner
information sharing and the Mission Partner Gateways
- Mobility for the unclassified and classified capabilities
The JIE is envisioned as a shared information technology
construct for DOD to reduce costs, improve and standardize
physical infrastructure, increase the use of enterprise services,
improve information technology effectiveness, and centralize
the management of network security. The Joint Staff specifies
the following enabling characteristics for the JIE capability:
- Transition to centralized data storage
Rapid delivery of integrated enterprise services (such as
email and collaboration)
Real-time cybersecurity awareness
- Scalability and flexibility to provide new services
- Use of common standards and operational techniques
Transition to a single security architecture
The DOD plans to achieve these goals via the following
interrelated initiatives:
- Consolidation of applications and data into the cloud or
centralized data centers at the regional or global level,
which are not segregated by military Service.

- Establishment of enterprise operation centers to centralize
network management and defense.

- Upgrade of the physical infrastructure to include MPLS,
which enables higher bandwidth/throughput, better
security, and faster routing capabilities.

- Implementation of JRSS hardware and other security
constructs as part of a single security architecture. These
will establish a federated network structure with
standardized identity and access management, as well as
centralized defensive cyber operations.

JIE is not a program of record, but is being governed by

the DOD CIO, with DISA as the principal integrator for
services and testing. An EXCOM, chaired by the DOD CIO,

U.S. Cyber Command, and the Joint Staff J6, provides JIE

direction, goals and objectives, oversight, and accountability.

The initial implementation of the JIE is underway in

the United States and in the European theater with the

establishment of the first JRSS capabilities, JDOC and EOCs,

and the European data centers. Installations are ongoing in

Europe with tentative implementation and cutover dates in

June/July 2016. Additional preparation efforts are ongoing in

the Pacific, Southwest Asia, and CONUS,

Activity

The JIE EXCOM rescheduled an early operational assessment
of the European theater capabilities originally planned

for March 2014 to 4QFY 16 or later to accommodate the
engineering, installation, and implementation of the initial
JRSS and MPLS capabilities. The DOD CIO has shifted its
near-term focus for JRSS to the Southern CONUS,

JITC developed an evaluation framework that maps testable
JIE metrics back to the requirements and high level objectives.
1.5. Cyber Command established the JDOC and the JIE
EXCOM designated the DISA Operation Centers in Europe
and the Pacific as EOCs to support JIE network management,
data centers, Internet gateways, JRSS, and cybersecurity.

The JOSG developed EQC continuity of operations plans to
better manage networks, and coordinate and communicate with
Service operations centers.

DISA established EQCs in the European and Pacific theaters
that will conduct mission support and information technology
operations.

In May and July 2015, the Army, Air Force, DISA, and JITC
conducted JRSS lab-based tests at Fort Meade, Maryland, and
Joint Base San Antonio, Texas.

Developmental and laboratory testing continues at initial JRSS
sites at Fort Hood and Joint Base San Antonio, Texas, and

the DISA Enterprise Services Lab at Fort Meade, Maryland.
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Current testing focuses on system functionality; however, a
Cyber Protection Team (CPT) conducted a hunt mission to
find outstanding vulnerabilities in the operational management
network and the Joint Base San Antonio JRSS from March to
May 2015.

In October 20135, the JIE EXCOM approved the JIE high-level
objectives and initial performance metrics.

U.S. Cyber Command continues to refine the selection criteria
for the CONUS EOCs as well as the JDOC/EOC globai and
regional situational awareness requirements. In October 20135,
the JIE EXCOM endorsed U.S. Cyber Command’s proposal
that DISA CONLUS be the interim EQC to support the
implementation of JRSS.

DOT&E, USD{AT&L), DOD CIQ, the Services, DISA,

and JITC repurposed the JIE T&E working-level Integrated
Product Team into an overarching working group to better
synchronize the test preparations and ongoing activities.

A CPT and the Army’s Advanced Research Lab conducted

a comprehensive vulnerability and penetration assessment
against the JRSS in the Fort Meade labs in 4QFY13.

JITC conducted the JRSS version 1.0 Initial Operaticnal
Assessment with a Red Team to assess Army and Air Force
operations in December 2015,



Assessment
» The JIE is not a program of record, and to date, DISA, JITC, recommendations to develop adequate test schedules and plans

and Services have not conducted any operational testing of the for anticipated future test events in FY16.
JIE infrastructure or components. + FY15 Recommendations. The DOD CIO, JIE EXCOM, and

= The DOD CIlO is the lead for JIE governance; however, the DISA shouid:
JIE effort lacks an overarching systems integration process 1. Establish an overarching JTE program executive to
or program executive organization to manage cost, drive integrate the system efforts and oversee cost, schedule, and
schedule, and monitor performance factors. The European performance.
JIE early operational assessment continues to stip due to JRSS 2. Consider managing the key JIE capabilities/components
integration complexity, lack of overall schedule discipline, and with program managers.
Service-influenced funding priorities. While the near-term 3. Continue to develop an overarching test strategy that
focus for JRSS has shified to the Southern CONUS, advanced encompasses not only the upcoming testing of JIE, but
planning for future capability deployment and operational tests also defines the key issues and concepts to be tested in
has not fully matured. subsequent tests and assessments. Such a plan should

+ No operational test data are available at this point. address the following areas of interest:

+ Current testing focuses on system functionality; DISA has yet = Qverarching T&E framework and critical test issues
to schedule full cybersecurity testing or operational testing of » The role of bath 1ab and fielded equipment tests in
the JRSS. resolving those critical issues

« DOT&E is working with DISA and JITC to plan for an early = Estimated schedules for test events and key issues to be
operational assessment of JIE in late FY 16. tested

= DISA and JITC scheduled a lab-based Computer Network = Evaluation criteria and any relevant implementation
Defense Exercise for mid-October 2015 but it was delayed due decision points
to other assessment activities. The National Security Agency = Resources required
plans to conduct a cybersecurity deep-dive assessment in = The role of the Services and Service-sponsored
FY1e6. Operational Test Agencies

Recommendations

« Status of Previous Recommendations. The DOD CIO and
Director of DISA continue to address the previous FY 14
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Joint Warning and Reporting Network (JWARN)

Executive Summary

* The Navy’s Commander, Operational Test and Evaluation
Force (COTF) conducted FOT&E of the Joint Waming and
Reporting Network (JWARN) Increment 1 hosted on the
Global Command and Control System (GCCS) — Maritime
{GCCS-M) Force Level from April to June 2015 onboard
the USS Rorald Reagan (CVN 76), USS John C. Stennis
{CVN 74), and JWARN hosted on GCCS — Joint at the Navy
Third Fleet Maritime Operations Center (MOC).

« JWARN is an operationally effective tool for the Navy to
provide timely hazard warning to Navy ships and other
Service units operating 18 kilometers or more away from the
initial chemical, biolegical, radiclogical, and nuclear (CBRN)

release to institute force proiective actions before encountering |

the hazard. Units that are less than 18 kilometers from the
release should be warned by other means, such as chat or
radio.

« Tactical Action Officers were able to use JWARN information
to make operational decisions and recommendations to ship
commanders and share CBRN hazard plots within the Combat
Direction Center and with other units via the GCCS-M
Common Operating Picture Synchronization Tool.

« Testers were unable to exploit JWARN on the Consolidated
Afloat Network Enterprise Services (CANES) network or
GCCS-M client during remote cyber-attack testing, JWARN
demonstrated a 97 percent operational availability and met the
requirement for 100 hours Mean Time Between Operational
Mission Failure.

= Current plans for sustaining JWARN interoperability in a
complex network operating environment are not adequate to
sustain the JWARN capability over time.

System

< JWARN is a joint automated CBRN warning, reporting,
and analysis software tool that resides on joint and Service
command and control systems including the GCCS — Army,
GCCS — Joint, GCCS — Maritime, and Command and Control
Personal Computer/Joint Tactical Common Workstation.

shot depi i overlay on the common operational map

ing CBRN |

* JWARN software automates the NATO CBRN warning
and reporting process to increase the speed and accuracy of
information.

» JWARN uses the common operating picture of the host
command and control system or computing environment to
display the location of CBRN events and the predicted or
actual location of hazards.

* JWARN is an application on the GCCS-M, and is
interoperable with the ship’s tactical network, the CANES.

Mission

JWARN operators support the commander’s force protection and

operational decisions by:

* Providing analysis of potential or actual CBRN hazard areas
based on operational scenarios or sensor and observer reports

* Identifying affected units and operating areas

* Transmitting waming reports

Major Contractor
Northrop Grumman Mission Systems - Orlando, Florida

Activity

* COTF conducted FOT&E of the JWARN Increment 1 hosted
on the GCCS-M Force Level from April to June 2015, aboard
the USS Ronald Reagan (CVN 76), USS John C. Stennis
(CVN 74), and JWARN hosted on GCCS — Joint at the Navy
Third Fleet MOC. Testing was conducted in accordance with
the DOT&E-approved test plan.

» FOT&E consisted of:
- Adversarial intelligence collection

- Local and remote reconnaissance and cyber attacks
- Initial operator training
- JWARN installation and configuration at each test location
- Computer-based refresher training immediately preceding
the operational test
A logistics and maintenance demonstration
. A three-day operational test in which JIWARN operators
received reports of CBRN incidents and used JWARN to
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analyze the information and generate hazard plots and warning
messages sent to units at risk of exposure.

COTEF collected supplemental test data on the time it takes

to achieve various levels of mission oriented protective
posture in response to a CBRN threat during an operational
exercise aboard the USS Theodore Roosevelt (CVN 71} in
September 2014 and February 2015.

Assessment

92

JWARN is an operationally effective tool for the Navy to
provide timely hazard warning to Navy ships and other Service
units operating 18 kilometers or more away from the initial
CBRN release to institute force protective actions before
encountering the hazard. Units that are less than 18 kilometers
from the release should be warned by other means, such as
chat or radio.

Tactical Action Officers were able to use I'WARN information
to make operational decisions and recommendations to ship
commanders and share CBRN hazard plots within the Combat
Direction Center and with other units via the GCCS-M
Common Operating Picture Synchronization Tool.
Twenty-one percent of hazard warnings (10 of 47) were not
received in time to support force protection due to CANES
network problems or long message transmission times.
JWARN demonstrated a 97 percent operational availability.
Down time resulted from the need to reboot the client
computer and network failures. There were no JWARN
software failures during 118 hours of operation.

The local and remote cyber reconnaissance did not expose
significant vulnerabilities in the ship’s network or the
GCCS-M client, which hosts JWARN. Testers were unable

to exploit IWARN on the CANES network or GCCS-M client
during remote cyber-attack testing.

JWARN

Uisers found the new equipment and online computer-based
training to be suitable. Course content is available on
computer disks for instances where slow internet connections
are a problem.

Current Joint Program Manager — Information Systems
(JPM-I8) plans are not suitable for the installation,
configuration, and sustainment of IWARN capability in the
complex Navy network operating environment. Prior to
operational test, the JWARN software was installed on the
ship’s and MOC servers. Then, Program Office personnel
were required to configure JTWARN for operaticnal use and fix
problems at each site prior to the test.

Recommendations

Status of Previous Recommendations. The JWARN

Program Office successfully addressed all previous FY 14

recommendations.

FY 15 Recommendations.

1. The JPM-IS, in conjunction with the Program Management
Office for host systems, should review plans for the
installation and configuration of TWARN and ensure
adequate resources and training are provided to install
and sustain JWARN in the Navy network operating
environments over time. This review should address a
process for verifying JWARN operation and interoperability
at each location after network updates and software patches
and recurring deployment check outs to ensure operational
capability.

2. The Navy should establish recurring training standards for

JWARN operators and CVN Tactical Action Officers and
consider incorporating JTWARN into fleet training exercises.

3. The Navy should conduct recurring deployment

interoperability verification.



Key Management Infrastructure (KMI) Increment 2

Executive Summary KMI Client Host
* In coordination with the Key Management Infrastructure Trusted Virtual Environment ié

(KMI) Program Management Office (PMO), the Joint
Interoperability Test Command (JITC) conducted a

Limited User Test (LUT) of Spiral 2, Spin | capabilities in
April 2015, and a LUT Retest in July 2015 to verify deficiency
corrections. Testing was conducted in accordance with a
DOT&E-approved test plan.

Users are satisfied with Spiral 2, Spin 1 capabilities,
performance, and system stability, Database management
problems during the LUT and LUT Retest affected software
downloading. Site failover, Advance Extremely High
Frequency keying, card loader, F-22, KMI tokens, benign
fill, and existing Spiral 1 functions worked. During the LUT
Retest, some problems remained with Mobile User Objective
System, Secure Software Provisioning, and the Host-Based
Security System (HBSS) and its supporting servers.

The National Security Agency’s (NSA) KMI Help Desk

and tiered engineering support personnel lacked specific
transition-related knowledge and not enough experienced
personnel were available to support extended coverage hours,
NSA and Service Help Desks are not prepared for surge
transition and sustainment.

KMI Spiral 2, Spin 2 developmental and operational testing
is at least 12 months behind schedule, and the program will
probably not be able to meet its Full Deployment Decision in
April 2017,

JITC and Service test participants identified a growing backlog
of high-priority deficiencies that remain unresolved. The
Service leads requested that the PMO resolve the backlog of
deficiencies before continuing new development.

System

« KMI is intended to replace the legacy Electronic Key
Management System (EKMS) to provide a means for securely
ordering, generating, producing, distributing, managing,
and auditing cryptographic products (e.g., encryption keys,
cryptographic applications, and account management).

KMI consists of core nodes that provide web operations

at sites operated by the NSA, as well as individual client
nodes distributed globally to enable secure key and software
provisioning services for the DOD, intelligence community,
and agencies.

KMI combines substantial custom software and hardware
development with commercial off-the-shelf computer
components. The custom hardware includes an Advanced

PCMCIA AKF Adapter

Printer Power {CLUAS) Spiral 2

Advanced Key
+~ Processor (AKP)

W—akPCK
‘ L i 1
I ! /
Barcode Type 1 AKP Reinit HAIPE
Scanner Token Drives {KG-250)

AKP - Advanced Key Processor

CIK - Crypto Ignition Key

CLUAS - Card Loader User Application Software

HAIPE - High Assurance Intemet Protocol Encryptor

PCMCIA - Personal Computer Memory Card International Association
Reinit - Reinftialization

Key Processor for autonomous cryptographic key generation
and a Type 1 user token for role-based user authentication.
The commercial off-the-shelf components include a client
host computer with monitor and peripherals, High Assurance
Internet Protocol Encryptor (KG-250), printer, and barcode
scannet.

Mission

» Combatant Commands, Services, DOD agencies, other
Federal Government agencies, coalition partners, and
allies will use KMI to provide secure and interoperable
cryptographic key generation, distribution, and management
capabilities to support mission-critical systems, the DOD
Information Networks, and initiatives such as Cryptographic
Modernization.

* Service members will use KMI cryptographic products
and services to enable security services {confidentiality,
non-repudiation, authentication, and source authentication)
for diverse systems such as Identification Friend or Foe, GPS,
Advanced Extremely High Frequency Satellite System, and
Warfighter Information Network — Tactical.

Major Contractors
« Leidos — Columbia, Maryland (Spiral 2 Prime)
* General Dynamics Information Assurance
Division — Needham, Massachusetts (Spiral | Prime)
* L3 Communications — Camden, New Jersey
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Activity

In coordination with the KMI PMO, JITC conducted a LUT of
Spiral 2, Spin 1 capabilities in April 2015, and a LUT Retest in
July 2015 to verify deficiency corrections, in accordance with
a DOT&E-approved test plan.

Sixty-nine operationally representative Air Force, Army,
Marine Corps, Navy, and civil KMI account users participated
during the LUT and its retest at geographically dispersed sites.
DOT&E submitted a classified report detailing results of the
LUT and LUT Retest in October 20135,

NSA and JITC evaluated KMI Spiral 2. Spin 1 cybersecurity
in the LUT Retest; the results are classified.

JITC is developing pians for a Spiral 2, Spin 2 Operational
Assessment in 2QFY 16 and a LUT to be conducted in
4QFY16.

Assessment

-
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Users are satisfied with Spiral 2, Spin | capabilities,
performance, and system stability. Functionality improved for
the LUT Retest but suitability problems remained.

Database management problems during the LUT and LUT
Retest affected software downloading. Site failover, Advanced
Extremely High Frequency keying, card loader, F-22, KMI
tokens, benign fil}, and existing Spiral 1 functions worked.
During the LUT Retest, some problems remained with Mobile
User Objective System, Secure Software Provisioning, and the
HBSS and its supporting server.

The PMO’s KMI token reliability growth program continues
to identify fault modes and has demonstrated improved
reliability.

KMI Spiral 2, Spin 2 developmental and operational testing

is at least 12 months behind schedule, and the program will
probably not meet its Full Deployment Decision in April 2017.
JITC and Service test participants identified a growing backlog
of high-priority deficiencies that remain unresolved. The
Service leads requested that the PMO resolve the backlog of
deficiencies before continuing new development.

The LUT Retest conciuded with only one high-priority
product inventory discrepancy.

The KMI program implemented a re-verification process

for account holders, Advanced Key Processor, tokens, and

the client that creates unannounced service interruptions

when re-verifications are missed. The re-verifications and
HBSS-enforced software version controls prevent KMI

from operating autonomously for 6-9 months as designed.
NSA must address these process-related system-enforced
conflicts, to enable the National Guard, Army Reserve,
remotely-deployed units, and submarine forces to be able to
operate with KMI.

During the LUT, the Army identified 26 new KMI tokens

at the depot that failed at initialization out-of-the box

{(10.4 percent failure rate), indicating problems with the
manufacturing production process. The PMO corrected

KMI

problems in manufacturing, which helped bring the overali
depot failure rate for both the LUT and LUT Retest down to
2.6 percent (52 out of 1,978 tokens).
« The KMI PMO successfully demonstrated continuity of
operations planning and execution, by conducting a failover to
the backup site during live operations.
= The NSA Help Desk and tiered engineering support personnel
lacked specific transition-related knowledge. In addition,
not enough experienced KMI engineering, second echelon,
system administrators, database management, and Help
Desk personnel were available to support extended coverage
hours; this problem was previously reported by DOT&E at
the 2012 KMI IOT&E, 2013 FOT&E, and again at the 2014
Operational Assessment. The NSA and Service Help Desks
are not prepared for surge transition and sustainment, as some
new Help Desk technicians lack KMI experience and system
knowledge. This was especially noticeable during transition
support.
» Problems observed in previous testing, if not corrected during
system development, could adversely affect the system’s
effectiveness, suitability, or survivability during the KMI
Spiral 2, Spin 2 LUT, which is scheduled to begin in 4QFY16.
- There may be latent software flaws that could affect
ongoing mission operations.

- NSA and Service Help Desk manning may not be
adequately staffed to support the pace of transition from
EKMS to KMI.

Recommendations

+ Status of Previous Recommendations. The KMI PMO
satisfactorily addressed two of the five FY'14
recommendations. The following remain unresolved:

1. Continue to improve rigor of the KMI software
development and regression process to identify and resolve
problems before entering operational test events.

2. Allot adequate schedule time to support test preparation,
regression, post-test data analysis, verification of
corrections, and reporting to support future deployment and
fielding decisions.

3. Continue to verify increased KMI token reliability through
a combination of laboratory and operational testing with
automated data collection from system logs for accurate
reliability and usage analysis.

* FY15 Recommendations. The KMI PMO should:

1. Resolve the mounting backlog of deficiencies and establish
a regular maintenance release schedule.

2. Ensure that appropriate transition and funding plans are
in-place to continue development and support ficlding
efforts beyond FY 17 target dates.

3. Resolve HBSS version management and re-verification
process problems that obstruct autocnomous operations.



4, Implement improved and rigorous configuration
management, Configuration Control Board, Information
Assurance Vulnerability Alert update processes and controls
to properly sustain KMIL.

5. Ensure adequate engineering, second echelon, system
administrators, database managers, and NSA and Service
Help Desk and transition staff are available to support surge
fielding and long-term KMI sustainment.
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Public Key Infrastructure (PKI) Increment 2

Executive Summary Federal Cross Cerfiicaion |
+ FOT&Es I and I, conducted in I Intemet Emviranment

i
: |
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issuance capabilities. . .
+ USD(AT&L), guided by the recommendation of the Director Alternate Token System and Non-Person Entity certificates
(e.g., workstations, web servers, and mobile devices).

of the National Security Agency (NSA), directed the PKI
PMO to evaluate the viability of whether a one-token and/or
one-infrastructure approach could achieve the DOD PKI
mission requirements for both the classified and unclassified
networks. This resulted in a program delay of six months.

+ USD(AT&L) signed an Acquisition Decision Memorandum
(ADM) in April 2015, which concluded that a one
token/one-infrastructure approach would cost more money,
take longer to develop, and would not improve cybersecurity.
The ADM, in conjunction with the Joint Requirements
Oversight Council memorandum, directed the NSA to resume
development of the PKI Increment 2 program in accordance
with plans developed prior to the strategic pause.

+ In April and May 2015, JITC verified correction of
deficiencies to resolve problems found in the integrated
DT/OT for the TMS release 3.0.

« In July 2015, USD(AT&L) approved the revised PKI
Acquisition Program Baseline, and approved the updated PKI
Acquisition Strategy in September 2015 outlining the PKI
PMO’s plans to complete Spirals 3 and 4 by 2QFY18. The
revised strategy focuses the remaining Increment 2 Spirals
(3 and 4) on 15 user-prioritized capabilities. These capabilities
are intended to improve the Secret Internet Protocol Router
Network (SIPRNET) token management and reporting,
improve system availability, and provide new infrastructures
for the provisioning and management of the Non-classified

System

« DOD PKI provides for the generation, production,
distribution, control, revocation, recovery, and tracking of
public key cettificates and their corresponding private keys.
The private keys are encoded on a token, which is a credit card
sized smartcard embedded with a microchip.

« DOD PKI supports the secure flow of information across the
DOD Information Networks as well as secure local storage of
information.

- DOD PKI uses commercial off-the-shelf hardware, software,
and applications developed by the NSA.

The Defense Enrollment Eligibility Reporting System
(DEERS) and Secure DEERS provide the personnel data
for certificates imprinted on NIPRNET Common Access
Cards and SIPRNET tokens, respectively.

- DOD PKI Certification Authorities for the NIPRNET
and SIPRNET tokens reside in the Defense Information
Systems Agency Enterprise Service Centers in Oklahoma
City, Oklahoma, and Mechanicsburg, Pennsylvania.

« Increment 1 is complete and deployed on the NIPRNET.

« The NSA is developing and deploying PKI Increment 2
in four spirals on the SIPRNET and NIPRNET. Spirals 1
and 2 are deployed, while Spirals 3 and 4 will deliver the
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infrastructure, PKI services and products, and logistical
supportt required by 15 user-prioritized capabilities.

* The Defense Information Systems Agency is supporting PKI

operations, enablement, and security solutions.

Mission

Military operators, communities of interest, and other
authorized users will use DOD PKI to securely access,
process, store, transport, and use information, applications,
and networks.

Commanders at all levels wilt use DOD PKI to provide
authenticated identity management via personal identification,
number-protected Common Access Cards or SIPRNET tokens

to enabie DOD members, coalition partners, and others to
access restricted websites, enroll in online services, and
encrypt and digitallv sign e-mail.

Military network operators will use Non-Person Entity
certificates (e.g., workstations, web servers, and mobile
devices) 1o create secure network domains, which will
facilitate intrusion protection and detection.

Major Contractors

General Dynamics C4 Systems — Scottsdale, Arizona (Prime)
90Meter — Newport Beach, California
SafeNet — Belcamp, Maryland

Activity

98

In December 2014, the PKI PMO and JITC conducted an
integrated DT/OT for TMS release 3.0 to examine code
signing, token PIN reset, certificate recovery, and additional
token issuance capabilities.

USD(AT&L), guided by the recommendation of the Director
of NSA, directed the PKI Increment 2 PMO to evaluate the
viability of whether a one-token and/or one-infrastructure
approach could achieve the DOD PKI mission requirements
for both the classified and unclassified networks. This resulted
in a program delay of six months.

USD(AT&L) signed an ADM in April 2015, which concluded
that a one-token/one-infrastructure approach would cost

more money, take longer to develop, and would not improve
cybersecurity. The ADM, in conjunction with the Joint
Requirements Oversight Council memorandum, directed the
NSA to resume development of the PKI Increment 2 Program
in accordance with previous plans developed prior to the
strategic pause.

In April and May 2015, JITC conducted a correction of
deficiency verification test to resolve problems found in the
integrated DT/OT for the TMS release 3.0.

USD(AT&L) convened an Integrated Product Team to evaluate
TMS release 3.0 in June 2015 and issued a fielding ADM in
September 2015.

USD(AT&L) approved the revised PKI Acquisition Program
Baseline in July 2015, and approved the updated PKI
Acquisition Strategy in September 2015 outlining the PKI
PMO’s plans to complete Spirals 3 and 4 by 2QFY 18. The
revised strategy focuses the remaining Increment 2 Spirals

(3 and 4) on 15 user-prioritized capabilities. These capabilities
are intended to improve the SIPRNET token management

and reporting, improve system availability, and provide new
infrastructures for the provisioning and management of the
NIPRNET Enterprise Aiternate Token System and Non-Person
Entity certificates.

The PMO and test community are finalizing the Spiral 3

Test and Evaluation Master Plan (TEMP) Addendum in
November 2015 for signature approval in January 2016.

PKI

The PMO is also updating the PKI System Engineering Plan,
Life Cycle Sustainment Plan, and Transition Plan.

The PMO had no major operational test events scheduled in
FY15, but does have test events scheduled for 2QFY 16 for
TMS 4.1, 4,2, and 4.3 capabilities.

Assessment

Delaying the capability deliveries until FY 16, which were

due to the six-month one-token/one-infrastructure strategic
pause, negatively affected developmental and operational test
planning and execution. TMS release 3.0 is a minor FY15
release that will not change the overall not effective/not
suitable evaluations,

FOT&Es I and 11, conducted in January 2013, revealed
effectiveness and suitability problems. Although no
operational testing has been completed since then, the program
manager is addressing the requirements definition and system
engineering problems that led to these deficiencies, while

also making program personnel and contract management
process changes to improve the program’s ability to achieve
restructured goals.

The PKI PMOQ’s and JITC’s integrated DT/OT, combined with
the subsequent correction of deficiencies verification of TMS
release 3.0 capabilities in April and May 2015, confirmed that
Spiral 3 is adequate for DOD-wide fielding. USD({AT&L)
issued a fielding ADM in September 2015 to authorize the use
of the new capabilities including token PIN resets, encryption
certificate key recovery, and issuance of new token types
(Unique Identification-based and Administrator Identity-only
certificates).

The PKI PMO’s methodology for measuring token reliability
lacks sufficient rigor and focus. The PMO should focus their
long-term reliability growth plan and testing on the end-state
token. Furthermore, the current token reliability requirement
requires 6,000 hours over 3 years, which equates to 35 hours a
week. Many DOD users require a higher reliability. The DOD
Chief Information Officer directed the PKI PMO to define a



higher reliability requirement for the tokens in August 2014
that remains unresolved.

« DOT&E conducted a Spiral 3 TEMP Addendum early review
in September 2015, and the document is on track for approval

in January 2016.

Recommendations
» Status of Previous Recommendations. The PKI PMO
satisfactorily addressed the three previous FY 14
recommendations.
» FY15 Recommendations. The PKI PMO should:
1. Develop the Spiral 4 TEMP Addendum in accordance with
the redefined PKI Increment 2 Acquisition Strategy to

prepare stakeholders for the remaining deliveries, resource
commitments, and T&E goals.

. Create a Spiral 4 transition plan defining roles and

responsibilities for stakeholders to support a smooth
transition and ensure minimal impact to PKI operations
once the program enters sustainment.

. Define and validate sustainment requirements for PKI

Spiral 4 capabilities.

. Provide periodic reports of token reliability, failure rates,

and root cause analyses.
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Theater Medical Information Program — Joint (TMIP-J)

Executive Summary S -
ustaining Base Theater
* The Army Test and Evaluation Command (ATEC) conducted 9
a Multi-Service Operational Test and Evaluation (MOT&E) Training
of Theater Medical Information Program - Joint (TMIP-J) W Dep"’"’"e“t es':;f,:de,

Increment 2 Release 3, from August 13 —21, 2015. The Air
Force Operational Test and Evaluation Center, Marine Corps
Operational Test and Evaluation Activity, United States Army

‘/ coraus Theaier Forward
Databaae baﬂ;e Resuscllatlve
Surgery
Medical Department Board, the Air Force Medical Evaluation

Support Activity (AFMESA), Marine Corps Tactical Systems VA ﬁ #
i ili o ‘, Theater

Support Activity (MCTSSA), and the Joint Interoperability . Care Outside e
Test Command (JITC) all participated in the MOT&E. ﬁ Theater Enroute Care
e The Navy initiated its portion of the MOT&E aboard the CONS - Continania Uiiked Stakea V- Veterans Aflsirs
USS Carter Hall (LSD-50) on November 2, 2015. The Navy

Aocessaon

Information Operations Command (NIOC) — Norfolk Red
Team will conduct cybersecurity assessments aboard the USS
Carter Hall (LSD-50) from January 7 — 11, 2016.

The Army, Air Force, and Marine Corps completed MOT&E
data collection at the end of FY 15, and DOT&E began

Increment 2 in multiple releases with the following fielding
dates:

- Increment 2 Release 1 — fielded in 2009.

- Increment 2 Release 2 — fielded in 2014.

- Increment 2 Release 3 was the system under test during

evaluation of the test data in early FY'16. 2015 and is the final TMIP-J release.

* The Program Executive Office initiated the Joint Operational
Medicine Information Systems program in FY15. This
program will replace portions of TMIP-J.

System

» TMIP-J is a Major Automated Information System that
integrates software from sustaining base medical applications
into a multi-Service system for use by deployed forces.
Examples of integrated applications include the theater
versions of the Armed Forces Health Longitudinal Technology
Application, Composite Health Care System, and Defense
Medical Logistics Standard Support.

= TMIP-J provides the following medical capabilities:

Electronic Health Records

- Medical command and control

- Medical logistics

- Patient movement and tracking

- Patient data to populate the Theater Medical Data Store
(theater database) and the Clinical Data Repository
{Continental U.S. database)

» The Services provide their own infrastructure (networks and
communications) and computer hardware to host the TMIP-I
software.

+ TMIP-J consists of two increments. The Program Executive
Office fielded Increment 1 in 2003 and is developing

Mission

+ Combatant Commanders, Joint Task Force commanders, and
their medical staff equipped with TMIP-J can make informed
and timely decisions about planning and delivering health care
services in the theater.

+ Military health care providers equipped with TMIP-J can
electronically document medical care provided to deployed
forces to support continuity of medical care from the theater to
the sustaining base.

Major Contractors

» SAIC — Falls Church, Virginia

* Northrop Grumman — Chantilly, Virginia
» Akimeka LLC, Kihei — Maui, Hawaii

Activity

» ATEC conducted an MOT&E of TMIP-J Increment 2
Release 3, in accordance with the DOT&E-approved test plan,
from August 13 - 21, 2015. The Air Force Operational Test Corps portions of TMIP-J at MCTSSA, Camp Pendleton,
and Evaluation Center, Marine Corps Operational Test and California.
Evaluation Activity, United States Army Medical Department  » [n January 2013, the Army Research Laboratory Survivability/
Board, AFMESA, MCTSSA, and JITC also participated in the Lethal Analysis Directorate conducted a Cooperative
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MOT&E. ATEC tested the Army and Air Force components
of TMIP-] at AFMESA, Fort Detrick, Maryland, and Marine



Vulnerability and Penetration cybersecurity assessment of the
Armmy, Marine Corps, and Air Force portions of TMIP-J.

In August 2013, the Threat System Management Office
conducted a cybersecurity Adversarial Assessment for the
Army, Air Force, and Marine Corps portions of TMIP-] in
conjunction with the MOT&E.

JITC reviewed all system interfaces and identified three

joint interfaces that require interface testing to complete

the TMIP-J Interoperability Certification process. JITC
conducted interface testing in conjunction with the MOT&E

in August 2015 and is collecting additional data in conjunction

with the Navy portion of the MOT&E.

The Navy initiated its portion of the MOT&E aboard the
USS Carter Hall (LSD-50) on November 2, 2015. The
NIOC — Norfolk Red Team will conduct cybersecurity
assessments aboard the USS Carter Hall (LSD-50)
from January 7 - 11, 2016.
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* DOT&E will submit a TMIP-J MOT&E report for the Army,
Air Force, and Marine Corps portions of TMIP-J and an
addendum report to the Navy in 2QFY16.

Assessment

» The Army, Air Force, and Marine Corps completed data
collection at the end of FY13, and DOT&E began evaluation
of the test data in early FY16.

* DOT&E’s MOT&E report will detail the results of testing on
the Army, Air Force, and Marine Corps portions of TMIP-J.

Recommendations

» Status of Previous Recommendations. The program
satisfactorily addressed all previous FY 13 recommendations
except for interface testing. JITC plans to complete interface
testing in 1QFY16.

* FY15 Recommendations. None.
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Network Integration Evaluation (NIE)

In FY 135, the Army conducted two Network Integration
Evaluations (NIEs) at Fort Bliss, Texas, and White Sands Missile
Range, New Mexico. NIE 15.1 was conducted in October and
November 2014, and NIE 15.2 was conducted in April and

May 2015. The purpose of the NIEs is to provide a venue

for operational testing of Army acquisition programs, with a
particular focus on the integrated testing of tactical mission
command networks. The Army also intends the NIEs to serve as
a venue for evaluating emerging capabilities that are not formal
acquisition programs. These systems, termed by the Army

as “systems under evaluation,” are not acquisition programs

of record, but rather systems that may offer value for future
development.

The Army’s intended objective of the NIE 1o test and evaluate
network components in a combined event is sound. The NIE
events should allow for a mere comprehensive evaluation of
an integrated mission command network, instead of piecemeal
evaluations of individual network components.

NIE 15.1
During NIE 15.1, the Army conducted an FOT&E for Warfighter

Information Network — Tactical (WIN-T) Increment 2. An
individual article providing an assessment of WIN-T Increment 2
can be found separately in this annual report.

F T

NIE 15.2

During NIE 15.2, the Army conducted an FOT&E for the
Distributed Common Ground System — Army and a Limited User
Test for the Mid-Tier Networking Radio. Individual articles on
these programs are provided elsewhere in this annual report.

NIE ASSESSMENT

NIE 15.1 and 15.2 were the eighth and ninth such events
conducted to date. The Army has developed a systematic
approach to preparing for and conducting NIEs and applying
lessons learned from previous events. Overall, NIEs have been a
satisfactory venue for conducting operational tests of individual
network acquisition programs.

Operational Scenarios and Test Design. The Army Test

and Evaluation Command’s Operational Test Command, in
conjunction with the Brigade Modernization Command, ¢continue
to develop realistic, well-designed operational scenarios for

use during NIEs. Additionally, the 2d Brigade, 1st Armored
Division, as a dedicated NIE test unit, is a valuable resource for
the conduct of NIEs.

Future NIEs should continue to develop new and more
demanding operational scenarios to reflect future combat
operations. Future NIEs should include challenging and stressful
combined arms maneuvers against regular conventional forces.
Such scenarios would place greater stress on the tactical network
and elicit a more complete assessment of that network, Within
resource constraints, the Army should continue to strive to create
a demanding operational environment at NIEs similar to that
found at the Army’s combat training centers.

Testing and Experimentation. Beginning in FY16, the Army
will devote one NIE a year to operational testing and another
annual event to experimentation and force development. The
latter event is to be called an Army Warfighting Assessment,
the first of which will be conducted in October 2015. This new
approach is intended to pay dividends by focusing individual
event design on the specific requirements of either testing or
experimentation.

Instrumentation and Data Collection. The Army should
continue to improve its instrumentation and data coilection
procedures to support operational testing. For example, the
Armny Test and Evaluation Command should devote effort
towards developing instrumentation to collect network data for
dismounted radios, such as the Manpack radio. Additionally, the
Army needs to place greater emphasis on the use of Real-Time
Casualty Assessment instrumentation, which is an essential
component of good force-on-force operational testing, such as
that conducted at NIEs. A Real-Time Casualty Assessment is
intended to accurately simulate direct and indirect fire effects
for both friendly and threat forces. Finally, the Army should
continue to refine its methodelogy for the conduct of interviews,
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focus groups, and surveys with the units employing the systems
under test.

Threat Operations. An aggressive, adaptive threat intent on
winning the battle is an essential component of good operarional
testing. The Army continues to improve threat operations during
NIEs, particularly with respect to threat information operations,

such as electronic warfare and computer network operations.
NIEs should incorporate a large, challenging regular force threat
that includes a sizeable armored force and significant indirect fire
capabilities. Threat capabilities should be upgraded each year to
reflect real-world threat developments.

NETWORK PERFORMANCE OBSERVATIONS

The following are observations of tactical network performance
during NIEs. These observations focus on network performance
deficiencies that the Army should consider as it moves forward
with integrated network development.

Complexity of Use. Network components, both mission
command systems and clements of the transport layer, remain
excessively complex to use. The current capability of an
integrated network to enhance mission command is diminished
due to pervasive task complexity. It is challenging to achieve and
maintain user proficiency.

Networking Waveforms. The Army is committed o using
networking waveforms, such as the Soldier Radio Waveform
and Wideband Networking Waveform, to implement a
networked tactical communications network. While networked
communications at lower tactical levels may create enhanced
operational capability, the use of these networking waveforms
brings negative attributes, which need to be fully evaluated

and understood. For example, these waveforms, due to their
higher frequencies, have shorter ranges and are more affected
by terrain obstructions compared to the legacy Single Channel
Ground and Airborne Radio System waveform. Establishing
and maintaining networked communications is complex and
difficult. For example, loading the initial network plans in all
the necessary radios, updating the network to accommodate a
new unit task organization, and conducting a communications
security changeover are lengthy and cumbersome tasks requiring
each individual radio to be manually updated. This process
typically requires in excess of 24 hours for a Brigade Combat
Team to complete; this is an excessive length of time for a unit
conducting combat operations. Networked radios also have a
much higher power consumption resulting in significantly higher
battery consumption rates for dismounted radios. Finally, since
networked communications are constantly emitting, they are
much more vulnerabie to threat electronic direction finding.

Armored Brigade Combat Team Integration. The challenge
of integrating network components into tracked combat vehicles
remains unresolved. Due to vehicle space and power constraints,
the Army has yet to successfully integrate desired network
capabilities into Abrams tanks and Bradley infantry fighting
vehicles. It is not clear how the desired tactical network will be
incorporated into heavy brigades.

Stryker Brigade Combat Team Integration. The WIN-T
FOT&E conducted during NIE 15.1 revealed significant issues
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with the integration of WIN-T into Stryker vehicles. In both
the Stryker Point of Presence vehicle and the Swyker Soldier
Network Extension vehicle, WIN-T components were poorly
integrated from a human factors perspective. The placement of
these components in the vehicles interfered with Stryker crew
operations and negatively affected unit mission execution.

Infantry Brigade Combat Team Integration. Integration of
the tactical network into an Infantry Brigade Combat Team has
not been evaluated at NIEs due to the lack of a light infantry unit
assigned to the NIE test unit. Integration of the network into

the light forces will be challenging given the limited number of
vehicles in the Infantry Brigade Combat Team. Most of the key
network components, such as Joint Battle Command — Platform,
are hosted on vehicles. The challenge of linking into the tactical
network is particularly acute at company level and below, where
light infantry units operate dismounted.

Spectrum Management. The intended tactical network places

a greater demand upon the available electromagnetic spectrum
than has been the case with non-networked communications. The
network topology requires more discrete frequencies, which will
place greater stress on a tactical unit’s capability to allocate and
manage the available spectrum. This challenge will be even more
significant for large tactical units, such as divisions, operating in
the same geographical area of operations.

Survivability. An integrated tactical network introduces new
vulnerabilities to threat countermeasures, such as threat computer
network attacks, and the ability of a threat to covertly track
friendly operations. The Army should continue to improve

its capability to secure and defend its tactical network. The
Army should ensure that brigade-level cybersecurity teams are
appropriately manned and trained.

Air-Ground Communications. The Army has yet to integrate
radios into its rotary-winged aircrafl which are capable of
operating in the same network as ground forces at the company
level and below. This remains an important operational gap.

Dependence on Field Service Representatives. Units remain
overly dependent upon civilian Field Service Representatives to
establish and maintain the integrated network. This dependency
corresponds directly to the excessive complexity of use of
network components.



Abrams M1A2 System Enhancement Program Version 3
(SEPv3) Main Battle Tank (MBT)

Executive Summary

+ DOT&E approved the Abrams M1A2 System Enhancement
Program Version 3 (SEPv3) Main Battle Tank (MBT)

Test and Evaluation Master Plan and LFT&E strategy on
March 26, 2015.

In FY15, the Army continued testing to characterize the
performance of the M1A2 SEPv3 Next Evolutionary Armor
(NEA) against multiple, operationally realistic threats.

The Army conducted underbody 1ED testing against M1A2
ballistic hull and turrets (BH&T) to challenge vulnerability
reduction measures taken to improve the protection provided
by the tank against underbody IEDs. The Program Office
used these test results to determine which design changes to
integrate into the M1A2 SEPv3 to improve underbody IED
protection.

DOT&E is working with the Army to utilize data from
ongoing test phases to support its final assessment of M1A2
SEPv3 survivability against existing and emerging threats in
FY20.

System

« The Abrams M1A2 SEPvV3 is an upgrade to the U.S. Army’s

current MBT. The M1A2 SEPv3 is a tracked, land combat,

assault weapon system possessing significant survivability,

shoot-on-the-move firepower, joint interoperability (for the

exchange of tactical and support information), and a high

degree of maneuverability and tactical agility.

The Army intends the M1A2 SEPv3 to enable the crew to

engage the full spectrum of enemy ground targets with a

variety of accurate point and area fire weapons in urban and

open terrain.

« The M1A2 SEPv3 includes multiple upgrades to improve:

- Power generation and distribution to support power
demands of future technologies

- Network compatibility

- Survivability against multiple threats by incorporating
NEA, a new underbody IED kit and other vulnerability
reduction measures to reduce the tank’s vulnerability to
IEDs. These measures include redesigned crew seating,
additional floor stiffners, hardware to provide lower limb
protection, and changes in the material and dimensions of
internal structural supports.

- Lethality by providing the ability for the fire control
system to digitally communicate with the new large caliber

ammunition
Energy efficiency (sustainment) due to the incorporation of

an anxiliary power unit

Mission

Units equipped with the M1A2 SEPv3 enable Army combined
arms teams to close with and destroy the enemy by fire and
movement across the full range of military operations.

The Army intends the M1A2 SEPv3 to defeat and/or suppress
encmy tanks, reconnaissance vehicles, infantry fighting
vehicles, armored personnel carriers, anti-tank guns, guided
missile launchers (ground and vehicle mounted), bunkers,
dismounted infantry, and helicopters.

The M1A2 SEPv3 is expected to support the full range of
military operations by being fully integrated, expeditionary,
networked, decentralized, adaptable, and lethal.

Major Contractor
General Dynamics Land Systems — Sterling Heights, Michigan

Activity
« DOT&E approved the M1A2 SEPv3 Test and Evaluation
Master Plan and LFT&E strategy on March 26, 2015,

In FY15, the Army continued testing to characterize M1A2
SEPv3 armor performance against multiple threat types
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under the auspices of NEA, a separate materiel development
verification and production effort. DOT&E is following

the NEA development and verification program to leverage

all relevant data to support the M1A2 SEPv3 survivability
assessment. DOT&E is working with the Army to finalize
MI1A2 SEPv3 armor performance evaluation plans.

In accordance with DOT&E-approved test plans, the Army
continued underbody IED T&E against M1A2 BH&T in
FY15, to finalize design plans intended to improve M1A2
SEPv3 IED protection,

The Army will conduct additional testing in FY 16 to better
characterize the protection provided by the tank equipped with
the new underbody kit and recently integrated vulnerability
reduction features. These features include redesigned crew
seating, additional floor stiffners, hardware to provide lower
limb protection, and changes in the material and dimensions of
internal structural supports.

In FY16, the Army plans to continue testing to characterize
NEA and explosive reactive armor performance, vulnerabilities
associated with stowed ammunition and underbody IED
protection.
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Assessment

* DOT&E continues to assess data resulting from the Army’s
ongoing efforts to characterize the protection provided by NEA
against expected, operationally-realistic threats.

* The underbody IED testing against non-operational BH& Ts
with underbody protection kits has resulted in design changes
expected to improve the M1A2 SEPv3's IED protection.

* All testing conducted thus far will inform the planning process
for the final full-up system-level live fire testing of operationat
MI1A2 SEPv3 MBTs scheduled in FY 19,

* DOT&E will leverage all relevant vulnerability test data from
the armor characterization and underbody 1ED test phases and
evaluate all modeling and simulation tools available to support
a FY20 final assessment of the tank’s survivability to current
and expected threats.

Recommendations

= Status of Previous Recommendations. This is the first annual
report for this program.

* FY15 Recommendations. None.



Distributed Common Ground System — Army (DCGS-A)

Executive Summary

» The Army conducted FOT&E of the Distributed Common
Ground System — Army (DCGS-A) Increment 1, Release 2
at Fort Bliss, Texas, from May 2 — 14, 20135, during Network
Integration Evaluation 15.2.

The Program Office conducted additional laboratory testing
in September 2015 to supplement the FOT&E evaluation of
DCGS-A Release 2.

The DCGS-A Increment |, Release 2 is operationally
effective. System availability and training were adequate,
but the users rated the usability low-marginal. The system
is not survivable against cybersecurity threats due to the
vulnerability of the Army network.

System

» The DCGS-A provides an organic net-centric Intelligence,

Surveillance, and Reconnaissance (ISR} capability

from Battalion to Echelons Above Corps by combining

16 stove-piped legacy systems of record into one

comprehensive network, including the capability to process

Top Secret/Sensitive Compartmented Information.

To resolve shortcomings discovered during the IOT&E in

2012, the Army reconfigured the system as Release 1 with

only the Secret-level components. The Defense Acquisition

Executive approved the full deployment of this configuration.

The Army developed Release 2 to improve the capabilities that

did not work effectively with Release 1. Release 2 is intended

to provide enhanced capabilities to include:

- Top Secret/Sensitive Compartmented Information
capability
Workflows that aligned with how an intelligence section
would employ the system

- Methods for transferring data within the system and
between systems more efficiently

- Improved database structure

- Enhanced fusion software for correlation of intelligence
data

- New materiel solution for transfer of information across
security domains

Fhoed-WFWS
iﬁm BdalASCE ‘
e Fusion Braln
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Operational Intel Ground Statlon WultiNT TPED
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o i = Intel Fusion
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ASCC - Army Service Comp [~ d MFWS3 — Multi-Function Work Station
BCT - Brigade Combat Team M — Military Intelligence
8de— Brigade P-MFWS = Portable Multi-Funclion Work Station
BfSB — Battiefield Survelllance Brigade TPED - Task, Process, Exploit and Disseminate
DIV - Diviston WS — Woark Station

E-MiB - Military Intelligence Baitalion, Expaditionary

+ In December 2014, USD(AT&L) approved modification to
the acquisition strategy to end Increment 1 with completion of
Release 2 deployment. Requirements that were allocated to
Release 3, to include a cloud-computing capability to support
worldwide intelligence analysis; database synchronization; and
operations in disconnected or low-bandwidth environments,
will now be allocated to Increment 2.

Mission

Army intelligence analysts use DCGS-A to perform: receipt
and processing of select ISR sensor data, intelligence
synchronization, ISR planning, reconnaissance and surveillance
integration, fusion of sensor information, and direction and
distribution of relevant threat, non-aligned, friendly and
environmental {(weather and geospatial) information.

Major Contractors

* Lockheed Martin — Gaithersburg, Maryland

* ManTech — Belcamp, Maryland

« Textron — Austin, Texas

» Northrop Grumman — Sacramento, California

Activity

= On December 4, 2014, USD(AT&L) issued an Acquisition
Decision Memorandum (ADM) that ended the acquisition
of Increment 1 with completion of Release 2 deployment.
Previously, the DCGS-A Increment 1 was composed of three
releases,

The Full Deployment Decision ADM, dated

December 14, 2014, required a plan for a developmental

test with a representative operational test network structure
using the scenarios and data collection/reduction tools
expected to be used for the operational test. The Army
planned and conducted Developmental Test 2 (DT2) at
Fort Huachuca, Arizona, from September 13 — 27, 2014, to
fulfill the ADM requirement.
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« The U.S. Army Test and Evaluation Command (ATEC)
conducted an FOT&E at Fort Bliss, Texas, during the Army’s
Network Integration Evaluation 15.2 in May 2013.

= ATEC failed to adequately collect, reduce, and analyze
FOT&E test data in accordance with the DOT&E-approved
iest plan.

* The Program Office conducted a laboratory test
September 14 — 24, 2015 to provide data for more rigorous
evaluation of DCGS-A Release 2 data synchronization.

* DOT&E will issue a report on the DCGS-A Release 2 FOT&E
in early FY16.

Assessment

« DT2 data were not sufficient for DOT&E to evaluate DCGS-A
system performance, The Army’s data collection, reduction,
and analysis process failed to provide adequate quantitative
answers to the key measures of performance.

* During the FOT&E, the test unit successfully employed
DCGS-A to locate and take actions on all of the injected
terrorist activities. The unit also accurately tracked the enemy
troops and equipment movements, but did not always attribute
the troops and equipment to the correct enemy unit. The
Army injected supporting intelligence data for 10 intelligence
vignettes into the test database, which also contained terabytes
of other operationally representative intelligence data. During
the test, the test unit successfully discovered and expioited
the supporting data for all 10 vignettes and drew appropriate
conclusions from the data within hours.

« FOT&E data collected by ATEC were not adequate to
quantitatively evaluate fusion, targeting, and database
synchronization. The program manager conducied a test of
data synchronization in an operationally realistic laboratory
facility in September 2015 and provided data to supplement
the evaluation of data synchronization. Positive results of the
vignettes indicate the fusion capability was adequate to support
the mission during FOT&E.

« The data from the excursion showed that DCGS-A data
synchronization can work effectively if the most efficient
method is used. Users can choose from four different ways
of synchronizing the data. During the FOT&E, the unit chose
to use the ad-hoc Datamover method because they perceived
this to be the most flexible method. The lab test showed using
this method with a large number of entities {(about 900 entities;
the number emulates the database used during the FOT&E)
could take about 2 hours, whereas moving the same data
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with a scheduled Datamover can be completed in less than
20 minutes. The Army plans to modify training to use the
scheduled Datamover to synchronize large numbers of entities.
DCGS-A availability was 0.99, satisfying the requirement of
0.90. Reliability, in terms of Mean Time Between Failure,
ranged from 16 to 360 hours depending on the location and
functions. Reliability and maintainability were sufficient to
conduct the mission, but improvement in reliability would
improve DCGS-A suitability.

The system usability scale indicated system usability to be
low-marginal.

The system was not survivable against cybersecurity threats
because of the vuinerabilities in the Army’s tactical network.

Recommendations
« Status of Previous Recommendations. The Army did not

successfully implement the FY 14 recommendation to

incorporate lessons learned from DT2 to conduct the FOT&E;

the FOT&E data collection, reduction, and analysis had
significant systematic shortfalls similar to those experienced
during DT2.

FY15 Recommendations. The Army should take the following

actions:

1. Institutionalize the training provided to the FOT&E test
unit, so that all DCGS-A equipped units receive intensive,
scenario-driven, collective training.

2. Maintain DCGS-A unit readiness via continuous use of
DCGS-A in garrison.

3. Improve the cybersecurity posture in all Army tactical
networks.

4. ATEC should resolve systematic shortfalls with data
collection, reduction, and analysis during testing.

- Demonstrate the end-to-end process of coilecting,
reducing, and analyzing the data before an operational
test.

- Conduct a developmental test with operationally
representative networks and the operational test
instrumentation before an operational test of compiex
networked systems.

- Attribute all performance anomalies to system
performance, test process, or data collection and
reduction before the test ends.

- Analyze data sufficiently to identify and resolve
anomalies and inconsistencies during the test.



Global Combat Support System — Army (GCSS-Army)

Executive Summary

From March 30 to April 10, 2015, DOT&E
monitored a Lead Site Verification

Test (LSVT) of Wave 2 capability
enhancements at two active Army units
(2nd Heavy Brigade Combat Team, 1st
Armored Division, and 11th Armored
Cavalry Regiment); one Army Reserve
unit (94th Training Division); and one
Army National Guard unit (60th Troop
Command).

From Januvary 2015 through June 2015,
DOT&E analyzed system performance data
to assess system scalability associated with
Material Requirements Planning (MRP)
batch jobs as the Army expanded the user
base through continued fielding of the
Global Combat Support System — Army
(GCSS-Army) to additional units.
GCSS-Army Wave 2 is operationally effective. The system
successfully surpassed the 90 percent threshold for all Wave

2 critical mission functions attempted by users. Reports
generated at all levels provided leaders with essential
decision-making information to support force maintenance and
sustainment.

GCSS-Army is operationally suitable, with usability and
resolution of help desk tickets needing some improvement.
GCSS-Army exceeded the requirements for system reliability
and availability.

The system is survivable against an intermediate-level outsider
threat, but is vulnerable to an intermediate-level insider cyber
threat. Survivability against an advanced persistent outsider
cyber threat was not tested.

The GC8S-Army program continues to make progress in
support of the legislative mandate to be financially auditable

by 2017.
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+ GCSS-Army is an information technology system based

on commercial off-the-shelf and government off-the-shelf
software and hardware.

GCSS-Army uses an adaptation of a commercially-available
Enterprise Resource Planning system to integrate internal
and external management information across an organization,
including finance/accounting, manufacturing, sales and
service, and customer relationship management. GCSS-Army
centralizes and standardizes these activities and provides
automation to assist users with common tasks, such as

reporting.
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The hardware component of GCSS-Army is located on
production servers in Redstone, Alabama, and Centinuity of
Operations servers in Radford, Virginia.

The GCSS-Army program includes the Army Enterprise
Systems Integration Program that provides the enterprise

hub services, centralized master data management, and
cross-functional business inteiligence and analytics for Army
Enterprise Resource Planning solutions, including the General
Fund Enterprise Business System and Logistics Modernization
Program.

The Army is fielding GCSS-Army in two waves:

Wave 1 contains the retail supply and associated financial
functions and will be completed in 2QFY 16.

Wave 2 contains the remaining functions and will be
fielded in FY16-17.

GCSS-Army executes financial actions and is therefore subject
to the 2010 Naticnal Defense Authorization Act requirement
to be anditable by 2017.

Mission

Army logisticians use GCSS-Army to view, access, and exchange
consolidated operational logistics data to conduct maintenance,
material management, property accountability, financial
management, and logistics planning.

Major Contractors

» Northrop Grumman Space and Mission Systems
Division — Bon Air, Virginia

» LMI Consulting — McLean, Virginia

» InSAP Services, Inc. — Marlton, New Jersey
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Activity

The Army Research Laboratory Survivability,Lethality
Analysis Directorate conducted cybersecurity vulnerability
and penetraticon assessment testing of GCSS-Army in January
2015 in accordance with a DOT&E-approved test plan. The
purpose of this testing was to identify vulnerabilities and allow
time to fix them prior to a full-scope Adversarial Assessment
and Cyber Economic Vulnerability Assessment.

From January 2015 through June 2015, DOT&E analyzed
system performance data to assess system scalability
associated with MRP batch jobs as the Army expanded the
user base through continued fielding of GCSS-Army to
additional units,

A Red Team from the Army’s Threat Systems Management
Office (TSMO) conducted a full-scope cybersecurity
Adversarial Assessment and cyber economic vulnerability
testing of GCSS-Army in February 2015. TSMO received
support from a commercial financial auditing team for the
cyber economic vulnerability testing,

From February 23 through March 13, 2015, DOT&E observed
independent government testing of deployment/redeployment
functionality to and from both mature and immature theaters
of operation. This was an integrated developmental test/
operational test conducted at Fort Lee, Virginia, with Active
Duty and Army National Guard Soldiers using the Program
Office’s developmental test client.

From March 23 through April 10, 2015, DOT&E monitored
an LSVT of Wave 2 capability enhancements at two active
Army units (2nd Heavy Brigade Combat Team, st Armored
Division at Fort Bliss, Texas, and 11th Armored Cavalry
Regiment at Fort Irwin, California); one Army Reserve unit
(94th Training Division at Fort Bragg, North Carolina};

and one Army National Guard unit (60th Troop Command,
Raleigh, North Carolina). This was an independent
operational test involving typical users in an operationally
realistic environment to assess specific risk factors for
operational effectiveness, operational suitability, and
survivability.

From May 26 through June 9, 2015, the Army Test and
Evaluation Command (ATEC) witnessed independent
government testing of disconnected automated identification
technology capabilities at the Program Management Office’s
facility in Petersburg, Virginia. This technology allows
GCSS-Amy users to conduct limited supply operations
without an active communications network.

From August 17 through September 3, 2015, ATEC reviewed
the end-to-end deployment/redeployment standard operating
procedure documentation at the Program Office’s facility

in Petersburg, Virginia. This documentation will be used

by Army commanders to orchestrate deployment processes
using GCSS-Army. Additionally, ATEC observed follow-on
independent government testing of disconnected automated
identification technology capabilities.
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= A full transfer of operations to and from the continuity of
operations location was not tested.

+ DOT&E submitted an FOT&E report in November 2015 on
the LSVT.

Assessment

* GCSS-Army Wave 2 is operationally effective.

- The system successfully surpassed the 90 percent threshold
for all Wave 2 critical mission functions attempted by
users.

- Reports generated at all levels provided leaders with
essential decision-making information to support force
maintenance and sustainment. However, users noted that
some maintenance, finance, and logistics management
reports took longer than expected to run or they timed out
before completion, causing users to spend more time with
multiple transaction attempts.

- Server capacity can support continued Wave 1 fielding and
the continuation of upgrades from Wave 1 to Wave 2.

- During the LSVT, the new interface between GCSS-Army
and the legacy Standard Army Management Information
System systems for property book, maintenance, and unit
supply worked properly.

= GCSS-Army is operationally suitable, with usability and
resolution of help desk tickets needing some improvement.
GCSS-Army exceeded the requirements for system reliability
and availability.

« GCSS-Army was shown to be survivable against an
intermediate-level outsider cyber threat, but was vulnerable
to an intermediate-level insider cyber threat. Survivability
against an advanced persistent outsider cyber threat using
specialized tools or exploits was not tested. GCSS-Army has
improved its cybersecurity capabilities since earlier testing.

= GCSS-Army demonstrated the ability to detect and react
to cyber threats in support of the operational mission, data,
and users. A Cyber Economic Vulnerability Assessment,
performed as a table-top assessment based on vulnerabilities
discovered and exploited during the Adversarial Assessment,
did not reveal any additional significant risks. While analysis
shows that the MRP reporis are running slightly longer, it is
not indicative of a capacity shortfall.

* During the migration to GCSS-Army Wave 2, the number
of units running reports and the number of reports they are
running was expected to increase. The weekly MRP report
data provides the Program Office the ability to predict any
future need to upgrade its servers to handle the increasing
report processing workload.

* The 2010 Naticnal Defense Authorization Act requires
financial audibility by 2017. GCSS-Army continues to
work to achieve certification in accordance with the Federal
Financial Management Improvement Act through various
audits.



Recommendations

« Status of Previous Recommendations. The GCSS-Army = FY15 Recommendation.
program manager has addressed all previous recommendations 1. The GCSS-Army Program Office should conduct a
and continues to make progress in support of meeting the full transfer of operations to and from the continuity of
legislative mandate to be financially auditable by 2017, operations location.
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Guided Multiple Launch Rocket System — Alternate
Warhead (GMLRS-AW) M30E1

Executive Summary

The M30E] Guided Multiple Launch Rocket

System — Alternate Warhead (GMLRS-AW) surface-to-surface

rocket meets the DOD unexploded ordnance policy

requirements.

The Army conducted the GMLRS-AW IOT&E from

October through November 2014 at White Sands Missile

Range. As part of the IOT&E, the Army conducted an

Adversarial Assessment from October 15 —17, 2014.

On March 26, 2015 DOT&E submitted a classified combined

IOT&E/LFT&E report detailing the results of testing, The

Army Acquisition Executive approved full-rate production on

April 8, 2015,

Based on I0T&E results, DOT&E recommended the Army

update GMLRS-AW tactics, techniques, and procedures

(TTP). The Army revised the GMLRS-AW targeting

procedures.

Using the revised targeting TTP, the Army conducted a

two-mission follow-on test at White Sands Missile Range

from May 19 — 22, 2015, to address recommendations
obtained from the IOT&E.

In November 2015, DOT&E submitted an FOT&E classified

report detailing the results of follow-on testing and assessed

the following:

- GMLRS-AW contains no submunitions to cause
unintended harm to civilians and infrastructure associated
with unexploded ordnance from cluster munitions.

- GMLRS-AW is operationally effective with the Army’s
updated targeting TTP.

GMLRS-AW is accurate. The GMLRS-AW rocket is well
within the required specification.

- GMLRS-AW is operationally suitable. Including the
follow-on test, 99 rockets were fired during developmental
and operational testing. All 99 rockets were reliable.
GMLRS-AW is survivable.

System

The 200-pound GMLRS-AW high-explosive rocket contains
approximately 182,000 pre-formed tungsten fragments.
GMLRS-AW M30E1 surface-to-surface rocket meets the
2008 DOD Policy on Cluster Munitions and Unintended Harm
to Civilians.

* The GMLRS-AW rocket uses Inertial Measurement Unit and
GPS guidance augmentation to engage area targets out to a
range of 70 kilometers.

* GMLRS-AW uses the same rocket motor, guidance system,
and control systern as the existing M31A1 GMLRS Unitary
rocket.

« The GMLRS-AW rockets can be fired from the tracked
M270A1 Multiple Launch Rocket System and the wheeled
High Mobility Artillery Rocket System.

= The procurement objective is 18,072 GMLRS-AW rockets.
The Army entered full-rate production on April 8, 2015.

Mission

Commanders will use GMLRS-AW rockets to engage area- or
imprecisely-located targets without the hazard of unexploded
submunitions.

Major Contractor
Lockheed Martin Missiles and Fire Control — Dallas, Texas

Activity

L]

The Army conducted the GMLRS-AW IOT&E from
October through November 2014, at White Sands Missile

Range. As part of the IOT&E, the Army conducted an
Adversarial Assessment from October 15 — 17, 2014,
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« DOT&E submitted a classified combined IOT&E/LFT&E

report on March 26, 2013, detailing the results of testing. The
Army Acquisition Executive approved the full-rate production
on April 8, 2015.

From May 19 — 22, 2015, the Army conducted a two-mission
follow-on test to demonstrate the newly-developed TTP.

The Army fired the new TTP solutions at the follow-on test.
DOT&E submitted a classified Operational Assessment report
on November 3, 2015 detaining the results of the testing.

The Army conducted all testing in accordance with the
DOT&E-approved test plans.

Assessment
« GMLRS-AW munition does not contain submunitions to cause

unintended harm to ¢ivilians and infrastructure associated with

unexploded ordnance from cluster munitions and it meets the

dud rate requirement.

GMLRS-AW is operationally effective with the Army’s

updated targeting TTP.

- Inthe IOT&E, GMLRS-AW met the Army’s effectiveness
requirements for 10 of 12 missions. A unit equipped
with GMLRS-AW was not effective for certain targets.
Details can be found in DOT&E’s classified report on
GMLRS-AW dated March 26, 20135.

- Using IOT&E results, the Army developed new
GMLRS-AW targeting TTPs.

Targets executed in the follow-on test had the same

targeting errors and countermeasures as the original [OT&E
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missions. Both missions met the Army’s effectiveness
requirements. Details of the follow-on test can be found in
DOT&E’s classified Operational Assessment report dated
November 3, 2015.

The GMLRS-AW rocket is accurate. During the IOT&E
and follow-on test the GMRLS-AW rocket is well within the
required specification.

GMLRS-AW is suitable. Including the follow-on test,

99 rockets were fired during developmental and operational
testing. All 99 rockets were reliable.

GMLRS-AW is survivable. No cybersecurity vulnerabilities
were found with the rocket or launcher. Some vulnerabilities
were discovered with the missile test device used at depot to
test rocket hardware. The Program Office is addressing the
new cybersecurity issues.

Recommendations
» Status of Previous Recommendations. The Army addressed all

previous recommendations.

« FY15 Recommendations. The Army should:

1. Model the ability of a commitied force to sustain
GMLRS-AW munitions in full spectrum operations given
the increase in rockets to manage the counter fire campaign.

2. Model the effectiveness of GMLRS-AW munitions against
targets with different types of countermeasures.



HELLFIRE Romeo

Executive Summary

» The HELLFIRE missile (AGM-114) is a family of
air-to-surface, guided munitions consisting of missile body
with different warhead types.

+ The Air Force developed a new warhead, the HELLFIRE
Romeo missile variant, to provide increased lethality against a
variety of non-traditional targets.

+ The Air Force will operate the HELLFIRE from MQ-1
Predator and MQ-9 Reaper unmanned aerial vehicles (UAVSs).
DOT&E assessed the HELLFIRE Romeo missile variant as
lethal.

» The Air Force authorized fielding in December 2014,
following an interim report submitted by DOT&E in
November 2014. DOT&E submitted the final report on the
HELLFIRE Romeo missile variant in August 2015, after the
Air Force completed the HELLFIRE Romeo lethality testing
against maritime targets.

System
» The AGM-114 HELLFIRE is a family of laser guided missiles
for use against fixed and moving targets by both rotary and
fixed-wing aircraft (including UAVs).
+ The HELLFIRE Romeo missile variant:
Is an air-to-surface missile intended to be launched from
Air Force UAV platforms. It uses a new warhead and a
semi-active laser seeker to home-in on its target.
Will replace the HELLFIRE K2A fragmenting warhead
variant and supplement the existing HELLFIRE R2
anti-armor variant currently ficlded by the Air Force for
air-to-surface engagements.
- Is designed to provide improved lethality against
combatants within building structures while maintaining
lethality against non-armored targets.

- Is compatible with other HELLFIRE missiles fired from
other Air Force UAVs. Like other HELLFIRE variants, the
HELLFIRE Romeo missile includes variable time delay
fuzing options.

Mission

Commanders will employ the HELLFIRE Romeo missile variant
to engage enemy combatants located within complex building
and bunker structures, in non-armored vehicles, in small boats,
and in the open from UAVSs.

Major Contractor

Lockheed Martin Corporation, Missiles and Fire Control
Division — Grand Prairie, Texas

(The missiles are manufactured in Qcala, Florida, and Troy,
Alabama.)

Activity

« The Air Force successfully completed live fire testing of the
HELLFIRE Romeo missile in February 2015, Testing was
conducted in accordance with the DOT&E-approved live fire
strategy and test plans.

« The HELLFIRE Romeo missile LFT&E program included
arena tests, developmental dynamic tests against masonry
targets, developmental flight tests against building and bunker
targets, missile flight tests against mannequins, trucks, light
armor, buildings, and bunkers, a rocket-on-a-rope test against
a boat target, and a range of supporting lethality assessments
using modeling and simulation.

+ The Air Force approved fielding of the HELLFIRE Romeo
missile variant in late 2014 following DOT&E’s submission of
an interim classified lethality repott.

+ DOT&E submitted a final classified lethality report for
the HELLFIRE Romeo missile in August 2015 after the
completion of the boat target testing.

Assessment

+ The HELLFIRE Romeo missile demonstrated adequate
lethality across a spectrum of expected targets, including small
boats, light armor, technical vehicles (trucks), and personnel
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both in the open and behind/under a variety of masonry * FY15 Recommendations. The Air Force or the HELLFIRE

structures, Romeo program should:

* The classified lethality report identified engagement 1. Address the three recommendations in the classified report
circumstances and target conditions for which HELLFIRE to further quantify lethality estimates against specific targets
Romeo lethality against specific targets either is not known, or in specific conditions and engagement circumstances.
which affect lethality against a particular target. 2. Provide the classified test results to the Joint Technical

Coordinating Committee for Munitions Effectiveness

Recommendations (JTCG/ME) for incorporation into JTCG/ME products as

* Status of Previous Recommendations. This is the first annual indicated in the final classified DOT&E report.
repott for this program,
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Integrated Personnel and Pay System — Army (IPPS-A)
Increment |

Executive Summary

+ Integrated Personnel and Pay System - Army
(IPPS-A) is a two increment program
that streamlines Army Human Resources
processes and enhances the efficiency
and accuracy of Army personnel and pay
procedures to support Soldiers and their
families. Through a three phased delivery

approach, Increment [ of the IPPS-A program -
provides the foundational data for a single,
integrated military personnel and pay

Business Procass

system for all three Army components: the
active-duty Army, the Army Reserve National
Guard, and the Army Reserve.

+ The Army Test and Evaluation Command Standardiea Al
(ATEC) conducted a two-part FOT&E event
from March 2014 through January 2015 in
accordance with an ATEC-approved test plan.

« [PPS-A, as it exists in Increment [, is effective
and suitable. IPPS-A is survivable against
an outsider cyber threat. The capabilities
available in this increment are limited; the
program should continue to improve IPPS-A
in order to deliver the full set of necessary
capabilities.

« The IPPS-A Increment I system demonstrated the capability to
produce its primary product, a Soldiet’s Record Brief (SRB),
which is a single, integrated compilation of personnel and pay
data collected from various, external authoritative sources.

« IPPS-A interfaces with 15 other Army and DOD systems
to acquire personnel and pay data, which it integrates
into a single record for each Soldier. These systems
include the Defense Enrollment Eligibility Reporting
System - Personnel Data Repository, Electronic Military
Personnel Office, Standard Installation and Division Personnel
Reporting System — Guard, and Total Army Personnel Data
Base — Reserve. IPPS-A’s SRB acts as a trusted, but non
authoritative, display of data contained in the various external
systems; any changes required to the data must be made
within the existing 15 Army and DOD personnel systems and
cannot be accomplished within IPPS-A. The SRB displays a
Soldier’s military career personal information, qualification
skills, training, assignment history, and various other Soldier
attributes.

System

. IPPS-A is a two increment program that streamlines Army
Human Resources processes and enhances the efficiency and
accuracy of Army personnel and pay procedures to support
Soldiers and their families. Increment I interfaces with legacy
applications to create a trusted, foundational database. All
authoritative data remain in the legacy systems for Increment
L. Increment Il will become the authoritative data source
as the necessary functionality of the legacy systems to be
subsumed is incorporated.

« IPPS-A is a web-based tool, available 24 hours a day,
accessible to Soldiers, Human Resources professionals,
Combatant Commanders, personnel and pay managers, and
other authorized users throughout the Army. The Army
intends for [PPS-A to improve the delivery of military
personnel and pay services and provide internal controls and
audit procedures to prevent erroneous payments and loss of
funds.

Mission

Commanders will employ IPPS-A as a comprehensive system
for accountability and information to support command
decisions regardless of component or geographic location. Army
components will use IPPS-A to manage their members across
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the full operational spectrum during peacetime, war, through
mobilization and demobilization, capturing timely and accurate
data throughout. Soldiers will use IPPS-A as a single, integrated
persornel and pay system that will provide personnel and pay
management functionality for all Army components.

Major Contractor
Increment I: EDC Consulting LLC —~ McLean, Virginia

Activity

* ATEC conducted a risk assessment of IPPS-A Increment I
on June 19, 2014, in accordance with DOT&E Information
and Business Systems Policy. Due to the low risk of the

capabilities being delivered in Increment I, the risk assessment

allowed for the delegation of test plan approval to ATEC,

* ATEC conducted an FOT&E event from March 2014 through

January 2015. The FOT&E was conducted in two phases.

- Phase 1 of the FOT&E utilized email surveys of a sample
of the worldwide Army population includin g Active, Army
National Guard, and Army Reserve personnel.

- Phase 2 included specific test actions at Rock Istand
Arsenal, Illinois, and Camp Shelby;, Missouri, in
January 2015.

« In November 2014, ATEC conducted a cybersecurity
assessment on IPPS-A Increment I; however, the test had
several limitations. In April 2015, ATEC conducted a second

cybersecurity assessment, which had fewer limitations. During

these cybersecurity assessments, the Army’s Threat Systems
Management Office (TSMO) conducted operations remotely
from Redstone Arsenal in Huntsville, Alabama, and onsite at
the Human Resources Command in Fort Knox, Kentucky, and
Acquisition, Logistics, and Technology Enterprise System
and Services in Radford, Virginia. Testing was conducted in
accordance with the DOT&E Information Assurance policy.

* DOT&E submitted a classified FOT&E report in April 2015
and a classified cybersecurity report in October 2015 detailing
the resuits of testing.

Assessment

* IPPS-A Increment I, as delivered, provides an SRB that is
viewable through a web interface and can be printed out.
Increment I does not provide the capability to add or edit
personnel data. The ability to edit personnel and pay data will
be phased in during the four releases in Increment IL

* The results of the online survey indicate the system was easy
to use and the resources necessary to obtain and interpret the
data on the SRB were adequate. The results also indicate
that the training received and online resources available were
sufficient for most Soldiers. Very few of the Soldiers used the
help desk, and the associated survey results did not provide a
significant response as to whether they were satisfied with the
help desk support.

* The SRB can be categorized into 11 sections and the Header
and Footer sections, Participants found data errors in all
11 sections and the Header and Footer sections of the SRB.
Sections where more than 50 percent of the participants had
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data errors include Personal/family data, Civiiian Education,

and Military Education. The FOT&E found that the legacy

sources coniributing to most errors are: Army Training

Requirements and Resources System, Reserve Component

Manpower System, and Standard Installation and Division

Personnel Reporting System.

During the FOT&E, as previously observed, data correctness

continues to be a significant problem. Data displayed in the

SRB, which is pulled from legacy Human Resources systems,

have many problems, including missing and/or incorrect data.

In addition, 93 percent of the Soldiers surveyed found errors

in their records, as compared to the results from IOT&E in

February 2014, where 95.2 percent of the Soldiers (181 of

190) found errors. This comparison shows the data correctness

problem still exists and, as the sample size of users surveyed

in the FOT&E is much larger (about 1 percent of the total

Army military population) than in the IOT&E, the results are

indicative of a widespread problem across the Active Duty

Army, Army Reserve National Guard, and Army Reserve.

The IPPS-A program manager does not have authority or

mechanisms to correct data within legacy Human Resource

systems. The IPPS-A Program Management Office and the

Army G-1 are conducting a data correctness campaign that

administers online surveys to facilitate reporting and resolution

of data correctness issues. FOT&E results demonstrate that
the Army is continuing to correct the data once a Soldier
identifies an error and proactively initiates an action to get

it corrected. However, the process is lengthy and difficult

to fully accomplish due to legacy system limitations and

documentation requirements.

ATEC conducted a cybersecurity assessment of the fully

deployed database in November 2014 using the Army’s

TSMO to portray the cyber threat. TSMO conducted

operations remotely from Redstone Arsenal in Huntsville,

Alabama, and onsite at the Human Resources Command

in Fort Knox, Kentucky, and Acquisition Logistics and

Technology Enterprise System and Services in Radford,

Virginia,

- The cybersecurity threat was not fully realistic due to
limitations on time and rules of engagement at the Human
Resources Command, Fort Knox, Kentucky. ATEC
successfully compieted a verification of fixes event
addressing most of the findings on January 16, 2015. A
follow-up cybersecurity assessment was conducted in
April 2015,



» FY15 Recommendations. The Army should:

- The follow-up cybersecurity assessment was found to
Continue to monitor data correctness with the Army G-1 to

be threat-representative. Testing uncovered areas that 1.

need survivability improvement. This will require the ensure IPPS-A will have accurate data to facilitate accurate
data centers to work with cyber defenders to improve transactions in Increment II.

detection capabilities, ensuring IPPS-A and interfacing 2. Conduct a fully threat-representative cybersecurity
systems are following Personally Identifiable Information assessment for IPPS-A Increment 1.

(PII) encryption policies and performing periodic 3. Verify vulnerabilities identified in the threat-representative

cybersecurity assessment conducted in April 2015 have
been mitigated in order to maintain the performance and
integrity of the currently operating system.

Cooperative Vulnerability and Penetration Assessments
and cybersecurity assessments at the data centers hosting

IPPS-A.
+ The details of the cybersecurity test findings can be found in » Work with cyber defenders to improve cyber detection
DOT&E’s classified cybersecurity report dated October 2015. capabilities.
+ Ensure all PII encryption policies are followed.
Recommendations = Perform periodic Cooperative Vulnerability and

Penetration Assessments and cybersecurity assessments

+ Status of Previous Recommendations. The Army is making
at the data centers hosting IPPS-A.

satisfactory progress in the previous FY 14 recommendations.
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Javelin Close Combat Missile System — Medium

Executive Summary

+ InFY15, the Army continued development and test of the
Javelin Spiral 1 and Spiral 2 missile improvements, and began
funding the development of a Spiral 3 missile and a new Light
Weight Command Launch Unit (CLU). The Army intends
these efforts to reduce unit cost and weight, and improve
lethality against non-armored targets.

» Early arena testing and lethality modeling of the Spiral 2
missile, which includes a new Multi-Purpose Warhead
(MPWH), demonstrated improved warhead fragmentation
versus the legacy warhead. LFT&E of the Spiral 2 missile
will continue in FY16.

» Detection, Recognition, and Identification (DRI)
characterization testing with Soldiers demonstrated that
gunners using Javelin can detect, recognize, and lock-on to
personnel in the open out to approximately 2,000 meters. The
Javelin’s required operational range against armored targets

The Spiral 2 effort will develop a MPWH, which uses

is 2,500 meters. Gunners required additional sources of field enhanced fragmentation to improve lethality against
intelligence to consistently identify threat from non-threat non-armored targets and personnel in the open while
personnel beyond 1,000 meters. maintaining lethality against armored threats.

= DOT&E and the Army are in test planning discussions for the - The Spiral 3 effort will develop a new launch tube
Spiral 3 missile and Light Weight CLU developments. assembly and replace electronic components in the

guidance section of the missile for cost savings.
- The Light Weight CLU effort will develop an ail new CLU

System
+ The Javelin Close Combat Missile System — Medium (Javelin) that is smaller and lighter while maintaining or improving
is a man-portable, fire-and-forget, precision anti-tank missile system performance.
employed by dismounted troops to defeat threat armored
combat vehicles targets out to 2,500 meters. It uses a lofted Mission
trajectory to deliver a top-attack tandem shaped charged + Infantry, Engineer, Reconnaissance, and Special Operation
warhead. It also has a direct-fire mode. Forces within Army and Marine Corps ground maneuver units
« The Javelin system consists of a missile in a disposable launch employ the Javelin to destroy, capture, or repel enemy assault
tube assembly and a re-usable CLU. The CLU mechanically through maneuver and firepower.
engages the launch tube assembly to provide a stable platform  * Service members use the Javelin to destroy threat armor
for firing, has day and night sights for surveillance and target targets, light-skinned vehicles, and incapacitate or kill threat
acquisition, and electronically interfaces with the missile for personnel within fortified positions. In recent conflicts Javelin
target lock-on and missile launch. An operationally-ready was used primarily against enemy bunkers, caves, urban

Javelin system weighs approximately 49.5 pounds. structures, mortar positions, snipers, and personnel emplacing

« The Army has planned four Javelin system improvements in IEDs.

order to reduce unit cost and weight, and improve lethality
against non-armored targets. These improvements are referred  Major Contractors

to as missile Spiral 1, 2, 3, and Light Weight CLU. = Raytheon — Tucson, Arizona

- The Spiral 1 effort will replace electronic components * Lockheed Martin — Orlando, Florida
in the control actuator section of the missile for cost and
weight savings.

Activity
= In 2015, the Javelin Program Office continued development + The Army Aviation and Missile, Development, and
and testing of the Spiral 1 and Spiral 2 missile improvements. Engineering Center, in accordance with the DOT&E-approved
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live fire strategy, conducted live tire arena tests of the MPWH
to characterize missile and warhead fragmentation. Static and
dynamic testing, and live warhead end-to-end firings against a
range of targets will continue in FY16.

The Javelin Program Office conducted two DRI tests with
Soldiers in order to characterize the ability of gunners using
only Javelin to detect, recognize, identify, and lock-on to
secondary targets (IED team, mortar team, truck mounted
machine gun) at various ranges in both daylight and night
conditions. Tests were performed in February and July 2015,
to capture both cold and hot ambient surroundings.

DOT&E and the Army are in test planning discussions for the
Spiral 3 missile and Light Weight CLU.

{binoculars, UAV feed, etc.), can detect and recognize
personnel in the open, but cannot identify threat personnel
from non-threat personnel throughout the operational range
and environment,

- Military gunners were able to maintain target acquisition
throughout the process of readying the Javelin to fire upon
secondary targets identified as threats,

- Military gunners were able to maintain lock-on to
individuals and small groups out to approximately
2,000 meters. Maintaining lock-on became more difficult
due to the small signature presented by human sized targets
beyond 2,000 meters,

Recommendations

= Status of Previous Recommendations. This is the first annual
report for this program.

+ FY15 Recommendation.

Assessment
+ The preliminary results of available live fire data indicate the
MPWH exhibits improved warhead fragmentation versus the

legacy warhead. A comprehensive LFT&E program including

static and dynamic testing, and end-to-end firings against a

variety of targets is planned for FY 16 to verify the MPWH

performance prior to the production build beginning in FY17.

» Findings from the Javelin DRI characterization test include:

- Military gunners using the day and night sights of the
Javelin CLU without other field intelligence sources
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1. The Army should conduct an operational test before
fielding Spiral 3 and-or Light Weight CLU to confirm that
effectiveness and suitability has not been compromised, and
compatibility with all fielded variants of the missile.



Joint Battle Command - Platform (JBC-P)

Executive Summary
+ During October through November 2014, the Army conducted

testing of JBC-P 6.0 to verify fixes of deficiencies noted
during the May 2014 JBC-P 6.0 Multi-Service Operational
Test and Evaluation (MOT&E). JBC-P continued to exhibit
phantom Mayday messages and a new deficiency of delayed
position location information (PLI) updates. The Army did
not approve a full materiel release, but approved a conditional
materiel release to field one Army brigade and continue testing
because these deficiencies were not corrected.
In June 20185, the Army conducted further testing of JBC-P 6.0
in conjunction with fielding of the first unit to verify correction
of MOT&E deficiencies. The Army demonstrated:
A reduction in phantom Mayday messages (five during
test), which were manageable through unit standard
operating procedures.
- Correction of delayed PLI updates.
Proper representation of map graphics and unit icons.
The Army plans to pursue another conditional materiel release
to pursue further fielding and testing of JBC-P 6.0.
The Army intends to conduct an operational test of JBC-P
Logistics (Log) using an Army sustainment brigade. The
Army will also perform further cybersecurity testing to
address deficiencies noted during the JBC-P MOT&E.

System
» JBC-Pis a networked battle command information system

that enables units to share near real-time friendly and enemy

situational awareness information, operational maps and

graphics, and command and control messages.

The Army and Marine Corps intend JBC-P to achieve platform

level interoperability for ground vehicles, dismounted

Soldiers/Marines, and aviation assets operating in land/littoral

and joint operational environments.

JBC-P is an upgrade to the Force XXI Battle Command

Brigade and Below Joint Capabilities Release and provides the

following improvements:

- Tactical chat combined with chat room capability,
providing enhanced collaboration for commanders

- Improved mission command applications for planning and
execution

- A more intuitive graphical user interface with an improved
map and image display

- Enhanced Blue Force situational awareness between
mobile platforms, Tactical Operational Centers, and
dismounted Soldiers equipped with Nett Warrior
JBC-P Log, which is a logistical variant of JBC-P that
supports sustainment and enables logistics cargo tracking
using Radio Frequency Identification tags

"1]_{

y

1- JBC-P on Mounted Family of Computer Systems (MFoCS)
2 - JBC-P on Joint Version - 5 (JV-5) Block 2

3 - JBC-P Screen Shot

4 - JBC-P Log on Military Rugged Tablet Plus (MRT+}

5 - JBC-P on JV-5 Block 2

¢

Hybrid capability to connect JBC-P across different
networks using its Network Services Gateway and
associated terrestrial and satellite radios
= IBC-P is fielded in both mobile and command post versions.

JBC-P communications is supported by:

- Blue Force Tracker 2 satellite communications for mobile
operations
Tactical radios for connectivity between JBC-P-equipped
vehicles and to support dismounted operations

- Tactical Internet for command post operations

Mission

The Army, Marine Corps, and Special Operations Forces
commanders use JBC-P to provide integrated, on-the-move,
near real-time battle command information and situational
awareness, from brigade, to maneuver platform, to dismounted
Soldiers/Marines.

Major Contractor

Software Engineering Directorate, U.S. Army Aviation & Missile
Research, Development & Engineering Center — Huntsville,
Alabama
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Activity
* In May 2014, the Army and Marine Corps conducted a JBC-P

software build 6.0 MOT&E as part of the Network Integration
Evaluation (NIE) 14.2 to support fielding decisions in both
Services. The MOT&E was performed in accordance with a
DOT&E-approved test plan.

During October through November 2014, the Army conducted
testing of JBC-P 6.0 as part of NIE 15.1 to verify fixes of
deficiencies noted during the JBC-P 6.0 MOT&E. The

Army assessed JBC-P using observations, surveys, and focus
groups within the 2nd Brigade Combat Team, 1st Armored
Division operating under realistic mission conditions at

Fort Bliss, Texas., JBC-P continued to demonstrate phantom
Mayday messages and exhibited a new deficiency of delayed
PLI updates. Since the MOT&E deficiencies were not
corrected, the Army did not approve a full materiel release,
but approved a conditional materiel release to field one Army
brigade and continue testing.

In January 2015, DOT&E submitted a JBC-P 6.0 MOT&E
report with a classified annex detailing results of testing during
NIE 14.2.

In June 2015, the Army conducted further testing of JBC-P
6.0 employing the 2nd Infantry Brigade Combat Team,

3rd Infantry Division operating under realistic mission
conditions at Fort Stewart, Georgia, to verify correction of
MOT&E deficiencies. As with NIE 15.1, the Army collected
observations, surveys, and focus group data. The Army plans
to pursuc another conditional materiel release to pursue further
fielding and testing of JBC-P 6.0.

The Army intends to conduct an operational test of JBC-P
Log using an Army sustainment brigade. The Army will also
perform further cybersecurity testing to address deficiencies
noted during the JBC-P MOT&E.

Assessment
* In the January 2015 IBC-P MOT&E report, DOT&E assessed

JBC-P 6.0 as:
Not operationally effective due to low message
completion rates, phantom Mayday messages, inaccurate
representation of blue force icons, and the poor
performance of JBC-P Log,.

- Not operationally suitable due to reliability that was below
the Army’s requirement for five of seven JBC-P hardware
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variants, deficiencies in training provided to leaders and
Soldiers, and lack of a force structure to support JBC-P
Log.

- Not survivable due to cybersecurity vulnerabilities.

» During FY13, the Army verified fixes of several JBC-P 6.0

MOT&E deficiencies to include demonstrating:

- Areduction in phantom Mayday messages (five during
test), which were manageable through unit standard
operating procedures

- Correction of delayed PLI updates
Proper representation of map graphics and unit icons

: The following JBC-P 6.0 MOT&E deficiencies remain to be
corrected and verified through testing:
Cybersecurity vulnerabilities identified in the JBC-P
MOT&E classified report

- Low message completion rates of shared survivability
information (e.g., icons representing enemy minefields, an
1ED, or damaged bridge)

- Poor performance and lack of foree structure to support
JBC-P Log
JBC-P reliability

. The Army has not yet developed its T&E strategy for further

JBC-P enhancements and the planned transition to the

Mounted Computing Environment.

Recommendations

 Status of Previous Recommendations. The Army made
improvements in one of five previous recommendations,
yet still needs to improve JBC-P message completion rates,
reliability, JBC-P Log force structure, Soldier and leader
training, and cybersecurity.

« FY15 Recommendations. The Army should:

1. Continue to correct IBC-P 6.0 MOT&E deficiencies and
conduct developmental and operational testing to verify
fixes of MOT&E deficiencies to include cybersecurity
vulnerabilities, low message completion rates, reliability,
and JBC-P Log performance.

2. Improve JBC-P leader and Soldier training.

3. Update the JBC-P Test and Evaluation Master Plan
to include testing to verify fixes and future JBC-P
enhancements.



Joint Light Tactical Vehicle (JLTV)
Family of Vehicles (FoV)

Executive Summary

In August 2015, DOT&E published the Joint Light Tactical
Vehicle (JLTV) Operational Assessment and classified LFT&E
reports to support the Defense Acquisition Board JLTV
Milestone C decision.

The Defense Acquisition Executive approved the JLTV
program to enter Milestone C low-rate initial production in
August 2015.

The Army awarded the JLTV low-rate initial production
contract to Oshkosh Corporation in August 2015.

In September 2015, Lockheed Martin Corporation protested
the Army’s decision to award the JLTV contract to Oshkosh
Corporation. The General Accountability Office dismissed
the protest in December 2015 because Lockheed indicated it
would take the matter to the Court of Federal Claims.

System

The JLTV Family of Vehicles (FoV) is the Marine Corps and
Army partial replacement for the High Mobility Multi-purpose
Wheeled Vehicle (HMMWYV) fleet. The Services intend the
JLTV to provide increased crew protection against [EDs and
underbody attacks, improved mobility, and higher reliability
than the HMMWYV,

The JLTV FoV consists of two vehicle categories: the JLTV
Combat Tactical Vehicle, designed to seat four passengers,
and the JLTV Combat Support Vehicle, designed to seat

two passengers.

The JLTV Combat Tactical Vehicle has a 3,500-pound payload
and three mission package configurations:

- Close Combat Weapons Carrier Vehicle

- General Purpose Vehicle

- Heavy Guns Carrier Vehicle

The JLTV Combat Support Vehicle has a 5,100-pound payload
and one mission package configuration:

- Utility Prime Mover that can accept a Shelter Carrier.

- Utility Prime Mover

JLTV vehicles are equipped with vendor-unique solutions
intended to significantly improve, relative to the HMMWYV,
crew protection against the effects of small arms, fragments,
and underbody and underwheel blast loading from mines and
[EDs. These include the design of the vehicle underbody
hull structure, energy-attenuating seats, and floor specifically
designed to mitigate blast loading to the occupants.

JLTV vehicles are equipped with two separate armor levels:
the A-kit, or base vehicle, which is intended for use in
low-threat environments, and the B-Kit, an add-on armor kit,
for additional force protection in the intended deployment
configuration but at the cost of additional weight.

Lockheed Martin

Systems JLTV

Mission

Military units employ JLTV as a light, tactical-wheeled

vehicle to support all types of military operations. JLTVs are
used by airborne, air assault, amphibious, light, Stryker, and

heavy forces as reconnaissance, maneuver, and maneuver

sustainment platforms.

JLTV FoV
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= Tested Contractors:
- Lockheed Martin Corporation — Grand Prairie, Texas
- AM General — South Bend, Indiana

* Small ground combat units will employ JLTV in combat
patrols, raids, long-range reconnaissance, and convoy escort.

Major Contractors
* Oshkosh Corporation, Oshkosh, Wisconsin

Activity

* In April 2014, the Army and Marine Corps units conducted * The Defense Acquisition Executive approved the JLTV

air assault missions during developmental‘operational at

Aberdeen Proving Ground, Maryland, using CH-47F and

CH-53E helicopters. The Marine Corps unit conducted

amphibious assault missions at Joint Base Little Creek,

Fort Story, Virginia, using Landing Craft Utility ships.

In October 2014, the Army Test and Evaluation Command

completed the Engineering Manufacturing and Development

ballistic phase of the LFT&E program of all three
vendor-provided JLTV prototypes, which included:

-~ Armor coupon testing against the medium machine gun,
as well as fragments from side and underbody IEDs, and
overheard artillery to assess if the ballistic protection
performance of vendor armor solutions the JLTV
requirements.

- Ballistic structure testing on both the base A-kit structure
and the up-armored B-kit structure. This consisted of
expioitation testing to determine the vulnerability of
unique armor features on each JLTV prototype, as well as
blast-fragmentation 1ED testing conducted to determine the
structural vulnerability, resistance to penetration, and force
protection provided by JLTV prototypes.

- System-level testing against underbody mines and
IEDs, underwheel mines, side IEDs, rocket-propelled
grenades, and explosively-formed penetrators to assess the
vendors’ compliance with force protection requirements,
the vulnerability of the vehicle design, and vehicle
recoverability post-event,

In November 2014, the Army Test and Evaluation

Command and Marine Corps Operational Test and

Evaluation Agency conducted the JLTV Limited User Test

(LLUT) at Fort Stewart, Georgia, in accordance with the

DOT&E-approved test plan. The Army test unit completed

three, 96-hour scenarios and the Marine Corps test unit

completed one, 96-hour scenario at the operational tempo
consistent with the JLTV Operational Mode Summary/Mission

Profile.

The Joint Requirements Oversight Council approved the JLTV

Capability Production Document in November 2014,

The JLTV Program Office completed development of the JLTV

FoV Milestone C Test and Evaluation Master Plan (TEMP) to

reflect the T&E activities for the production and deployment

phase in May 2015. The Army did not submit the Milestone C

JLTV TEMP for OSD approval prior to the Milestone C.

In August 2015, DOT&E submitted the JLTV Operational

Assessment and classified LFT&E reports to support the

Defense Acquisition Board JLTV Milestone C decision.
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program to enter Milestone C low-rate initial production in
August 2015.

The Army awarded the JLTV low-rate initial production
contract to Oshkosh Corporation in August 2015.

In September 2015, Lockheed Martin Corporation protested
the Army’s decision to award the JLTV contract to Oshkosh
Corporation. The General Accountability Office dismissed
the protest in December 2015 because Lockheed indicated it
would take the matter to the Court of Federal Claims.

Assessment
* Based on the LUT, the JLTV FoV provides enhanced

protection and retains the up-armored HMMWYV (CAH)
FoV capabilities necessary for Army and Marine units to
accomplish tactical and combat missions.

- Platoons equipped with the Oshkosh JLTVs accomplished
15 out of 24 missions similar to the platoon equipped with
the UAHs.

- Platoons equipped with the AM General JLTVs
accomplished 13 out of 24 missions.

- Platoons equipped with the Lockheed Martin JLTVs
accomplished 12 out of 24 missions.

The majority of failed platoon missions were attributed to
combat losses for Oshkosh and Lockheed Martin JLTVs.

- Platoons equipped with the AM General JLTVs and the
UAHs experienced less combat losses against the Opposing
Force during missions.

Platoons equipped with AM General JLTVs experienced
reliability failures on nine missions that slowed the unit’s
pace and degraded mission performance.
The JLTVs have similar mobility capabilities to the UAH
without the Fragmentation Kit 5. During the LUT, units
equipped with JLTVs experienced delays in maneuvering
while awaiting adjustment of the vehicle suspension
and the Central Tire Inflation System (CTIS). The slow
suspension and CTIS adjustment times affected the Army and
Marine Corps units’ ability to quickly react to changes in the
tactical situation and in some LUT missions increased the
units’ susceptibility to threats.
Oshkosh JLTVs had improved mission reliability over
the UAH and demonstrated 7,051 Mean Miles Between
Operational Mission Failure (MMBOMTF) versus its
operational requirement of 2,400 MMBOMF. The UAH
demonstrated 2,968 MMBOMEF.,



AM General JLTVs had less mission reliability versus the

UAH and demonstrated 526 MMBOMF.

Lockheed Martin JLTVs had less mission reliability versus

the UAH and demonstrated 1,271 MMBOMF.
Marine Corps units equipped with JLTVs have enhanced
capabilities to accomplish air assault missions over the UAH.
Since the CH-53E has the capability to lift JLTVs with armor,
units have better protected maneuver capabilities to counter
threat activities at the Landing Zone compared to units
equipped with the UAH.
Army units cannot accomplish air assault missions with
JLTVs with B-kit armor because the vehicle’s gross weight
exceeds the external lift capability of the CH-47F helicopter.
The vendors’ JLTVs with add-on B-kit armor weigh between
18,000 and 22,000 pounds.
Marine Corps units equipped with the JLTVs demonstrated
the ability to conduct amphibious assault missions during
developmental/operational testing. JLTVs are slower to load,
prepare for fording and transition to maneuver ashore than the
UAH due to their larger size and movement delays awaiting
adjustment of the vehicle suspension and tire pressure.
The JLTVs do not have sufficient capability to carry mission
equipment, supplies, and water for extended mission beyond
one day of supply. This limits the type and duration of
missions for which JLTV is effective. Units operating for long
duration will require additional trailers or vehicles to sustain
operations.
The JLTV Utility variants do not have the capability to carry
troops like the UAH Cargo/Troop Carrier. This is not a current
JLTV requirement. These variants have no seats, no head
room, and no underbody crew protection in the rear cargo
area. Army and Marine Corps units employ the HMMWYV
Cargo/ Troop Cartier to carry troops required for combat and
combat support missions.
The JLTVs suffered from poor command, control, and
communication equipment integration by the vendor affecting
the unit commander’s ability to command and control

platoons, maintain situational awareness, and complete
mission tasks during the LUT.

Due to small rear windows and blind spots around the
vehicies, the JLTVs did not provide the Army and Marine
Corps crews with sufficient visibility throughout the missions.
Crews shared information of potential threats, movements,
and activities while moving to maintain shared situational
awareness for unit security.

Both the Oshkosh and Lockheed Martin JLTV prototypes
met all threshold force protection requirements and some
objective-level requirements. Both of these prototypes
provide protection superior to the up-armored HMMWYV and
similar to the MRAP All-Terrain Vehicle (M-ATV) without
the Underbody Improvement Kit across the spectrum of
tested threats. Oshkosh implemented lessons learned from
the M-ATV program into their JLTV prototypes to provide
M-ATV levels of underbody protection on a lighter vehicle.
Lockheed Martin’s prototype provided protection on par with
the M-ATV. However, AM General’s prototype would require
a significant redesign to meet threshold force protection
fequirements. Detailed findings on the performance of the
vehicle underbody hull structure, armor, energy-aticnuating
seat and floor designs, and their aggregate impact on
survivability against the threshold and other operationally
relevant threats, are outlined in DOT&E’s classified JLTV

LFT&E report.

Recommendations
« Status of Previous Recommendations. The program addressed

all previous recommendations.

« FY15 Recommendations. The program should:

I. Develop a plan to address recommendations identified in
DOT&E’s Operational Assessment and classified LFT&E
reports before production.

2. Submit the Milestone C JLTV TEMP prior to start of

government developmental testing.
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M109 Family of Vehicles (FoV)
Paladin Integrated Management (PIM)

Executive Summary

« The Army continued multiple phases of the M109 Family

of Vehicles (FoV) Paladin Integrated Management (PIM)

LFT&E program at Aberdeen Proving Ground, Maryland, to

include testing of the underbody IED protection kit, Automatic

Fire Extinguishing Systems (AFES), ballistic protection of

modified armored areas, and system response to simulated

damaged sub-systems. In FY15, the Army:

- Validated modifications to the Self Propelled Howitzer’s
(SPH) Threshold 1 (T1) and Threshold 2 (T2) armor
systems, including those made to address vulnerable areas
identified in early testing. Most of the modified armored
areas provide protection against requirement threats.

- Integrated and tested changes to the crew compartment
AFES in the Carrier, Ammunition Tracked (CAT). These
measures mitigated the AFES deficiency identified in
earlier, FY 14 testing,

- Verified that the SPH has the potential to provide
underbody IED protection against the requirement threat
and the objective level threat when equipped with the
underbody blast kit. At this time, the Army does not intend
to equip the SPH or CAT vehicles with the underbody kit.

The Army did not address the deficiencies identified in fire

survivability testing of the SPH crew compartment AFES and

should take measures to reduce vulnerability to fires in the

SPH crew compartment.

The Army began full-up system-level testing of the SPH and

CAT resupply vehicle in 1QFY16.

System

« The M109 FoV PIM consists of two vehicles: the SPH and

CAT resupply vehicle.

- The M109A7 SPH is a tracked, self-propelled 155 mm
howitzer designed to improve sustainability over the
legacy M109A6 howitzer fleet. The full-rate production
howitzers will have a modified M109A6 turret with a
high-voltage electrical system and a modified Bradley
Fighting Vehicle chassis, power train, and suspension. The
M109A7 does not include any upgrades to the cannon. A
crew of four Soldiers operates the SPH and can use it to
engage targets at ranges of 22 kilometers using standard
projectiles and 30 kilometers using rocket-assisted
projectiles.

The M992A3 CAT supplies the SPH with ammunition.
The full-rate production ammunition carriers will have
a chassis similar to the SPH. The ammunition carriers
are designed to carry 12,000 pounds or 98 rounds of
ammunition in various configurations. A crew of four
Soldiers operates the CAT.

« The Army will equip the SPH and CAT with two armor
configurations to meet two threshold requirements for force
protection and survivability — Threshold 1 (T1) and Threshold
2 (T2).

- The base T1 armor configuration is integral to the SPH and
CAT. The T2 configuration is intended to meet protection
requirements beyond the T1 threshold with add-on armor
kits.

- The Army plans to employ PIM vehicles in the T1
configuration during normal operations and will equip the
SPH and CAT with T2 add-on armor Kits during combat
operations.

+ The Army designed an underbody kit to determine the
potential protection an SPH and CAT could provide against
IEDs similar to those encountered in Iraq and Afghanistan.
The Army purchased five underbelly kits for test purposes. At
this time, the Army does not intend to equip the SPH or CAT
with the underbody kit.

« The Army intends to employ the M109 FoV as part of a Fires
Battalion in the Armored Brigade Combat Team and Artillery
Fires Brigades, with the capability to support any Brigade
Combat Team.

» The Army plans to field up to 557 sets of the M109 FoV with
full-rate production planned for FY17.

Mission

Commanders employ field artillery units equipped with the
M109 FoV to destroy, defeat, or disrupt the enemy by providing
integrated, massed, and precision indirect fire effects in support
of maneuver units conducting unified land operations.

Major Contractor
BAE Systems — York, Pennsylvania
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Activity
« InFY15, the Army continued LFT&E of the M109 FoV

PIM at Aberdeen Proving Ground, Maryland, to include the

following:
Exploitation testing on the SPH 5A to validate armor
modifications. The Army validated modifications to the
SPH’s T1 and T2 armor systems, including those made to
address vulnerable areas identified in early testing.
Fire survivability testing. AFES testing in FY 14 identified
system deficiencies with the crew compartment AFES
in both the SPH and CAT. To improve survivability, the
Army made changes to the crew compartment AFES in the
CAT vehicle. The Army integrated and challenged these
changes in test. However, the Army did not address the
deficiencies identified in fire survivability testing of the
SPH crew compartment AFES.
Underbody blast testing against the “SPH 5A”, a
high-fidelity SPH prototype. The testing included
two events with and without an objective-level underbody
blast kit.

- Controlled damage experimentation on selected subsystem
(such as the high voltage electrical system) to determine
the consequences of various types of damage.

- During armor exploitation testing, most of the modified
armored areas demonstrated that they provide protection
against Key Performance Parameter threats.

- Changes to the crew compartment AFES in the CAT
mitigate the deficiency identified in early testing and
reduce the CAT’s vulnerability to fires.

* The crew compartment AFES in the SPH was designed to

only protect a localized area in the compartment and therefore
remains deficient. The system should be redesigned to
improve SPH survivability to fires.

The Army verified that the base SPH has the potential to
provide underbody IED protection against the requirement
blast threat and the objective level threat when equipped with
the underbody blast kit. Additional underbody blast testing
of the SPH and CAT is required to quantify the benefit of
equipping both platforms with the kit.

Recommendations
= Status of Previous Recommendations. In FY 14, DOT&E

recommended the Army correct deficiencies identified in fire
survivability testing. In FY15, the Army made design changes
to mitigate the deficiencies in the CAT’s crew compartment

AFES and validated those changes in test. The Army did not
incorporate changes to address the deficiencies in the SPH’s
crew compartment AFES,
* FY15 Recommendation.
1. The Army should correct the deficiencies in the SPH’s crew
compartment AFES and validate those fixes in test.

* The Army conducted all testing in accordance with
DOT&E-approved test plans,

* The Army began full-up system-level testing of the M109 SPH
and CAT resupply vehicle in 1QFY16.

Assessment
* Over the course of the LFT&E program, the Program Office

has taken considerable action to correct deficiencies identified
in early testing and to validate associated fixes.
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M270A1 Multiple Launch Rocket System (MLRS)
Improved Armored Cab (IAC)

Executive Summary

In December 2008, the Army directed that chassis
improvement requirements identified in the approved

High Mobility Rocket System (HIMARS) Operational
Requirements Document be incorporated in the M270A1
Multiple Launch Rocket System (MLRS) launcher. This
resulted in the development of an Improved Armor Cab (IAC)
to replace existing M270A1 cabs, improved armor protection,
and the addition of mine protective seating. The Army wanted
to provide greater crew protection across all fielded MLRS
Jaunchers comparable to that provided by the HIMARS.

The M270A1 IAC is designed to protect the crew against
various direct fire, mine blast, and underbody fragmenting
improvised explosive device threats.

The Army completed the M270A1 IAC LFT&E program in
September 2015. DOT&E’s preliminary analyses of the armor
coupon and exploitation test data, and system-ievel and full-up
system-level live fire test data, indicate that the IAC protects
the crew against the specified threats.

System

The M270A1 MLRS is a tracked, indirect fire, field artillery
system capable of firing all rockets and missiles in the MLRS
Family of Munitions.

The M270A1 IAC upgrades the crew protection of the
currently-fielded M270A1 MLRS.

This improvement in crew protection is intended to protect
the M270A1 crew against a variety of threats, including direct
fire, mine blast, and underbody fragmenting IED events.

The upgrades include cab and hull modifications to improve
occupant survivability, and suspension modifications to
accommodate the vehicle’s increased weight.

This crew protection upgrade provides M270A1 crewmembers
the same protection as currently provided to crews operating

the wheeled HIMARS. Both HIMARS and MLRS operate
in a similar manner and fire identical rocket and missile
munitions.

Mission

Commanders will employ units equipped with the improved
M270A1 launcher to provide medium-range field artillery
rocket and long-range missile fires in support of ground forces
to destroy, neutralize, or suppress the enemy, in accordance with
applicable tactics, techniques, and procedures.

Major Contractors

« Lockheed Martin Missile and Fire Control Division
Grand — Prairie, Texas (system integrator)

+ BAE Ground Systems Division — Santa Clara, California (cab
structure, chassis armor)

Activity

The M270A1 IAC program is being conducted per a
December 2008 memorandum from the Office of the Deputy
Chief of Staff, G-3/5/7 requiring synchronization of protection
requirements across all MLRS launchers. The M270A1

[AC will provide M270A1 crewmembers with protection
comparable to that provided by the HIMARS. The IAC is

an Engineering Change Proposal to the M270A1 and does

not impact the launcher’s system performance or the tactics,
techniques, or procedures used during tactical operations.

+ In January 2015, DOT&E approved the Army’s test plan for
the live fire testing of the M270A1 JAC. The Army will use
the results of live fire testing to determine whether the IAC
provides the required crew protection against the required
operationally relevant conventional ballistic threats.

« From January through August 2015, the Army conducted
six system-level and three full-up system-level live fire events
using a production-representative IAC against specified
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threats. These threats included mines, fragmenting IEDs, and
an explosively-formed projectile.

* The Army also conducted armor coupon and exploitation
testing against several threats. Coupon testing produced
data that provided general vulnerability insights as well
as specific information to support complex vulnerability
modeling. Exploitation testing was conducted on a
production-representative cab to obtain data on the ballistic
protection capabilities of the cab at locations such as seams,
edges, and bolts on the cab. The Army completed its
exploitation testing in September 2015.

* In2QFY16, DOT&E intends to submit a classified live fire
report for the M270A1 IAC upon completion of testing and
analysis of test results.

132 M270A1

Assessment

Analysis of the test data is ongoing. DOT&E’s preliminary
analysis of the armor coupon and exploitation test data, and
system-level and full-up system-level live fire test data indicate
that the improved armored cab protects the crew against the
specified threats. The classified DOT&E report will provide a
detailed survivability evaluation of the M270A1 IAC,

Recommendations

* Status of Previous Recommendations. This is the first annual
report for this program.

* FY15 Recommendations. There are currently no
recommendations, as analysis of test data is ongoing. DOT&E
will include any recommendations in its final live fire report.



M829A4 (formerly M829E4) Armor Piercing, Fin
Stabilized, Discarding Sabot — Tracer (APFSDS-T)

Executive Summary

« The M829A4 120 mm cartridge is a line-of-sight kinetic
energy cartridge designed for the Abrams M1A2 System
Enhancement Program version 3 (SEPv3) Main Battle Tank
(MBT).

+ In FY15, the Army implemented changes to the M829A4
cartridge production processes, after multiple test-fix-test
iterations to address in-bore structural failures observed in
early testing,

+ In February 2015, the Army conducted Verification #2 testing
at Yuma Proving Ground, Arizona, in order to validate that the
newly configured cartridge met reliability requirements.

« In May 2015, the Army completed the seven remaining live
fire test events, representing various engagement scenarios
against threat target surrogates.

+ In October 2015, the Army type-classified the M829E4
cartridge as the M829A4, establishing the cartridge’s
acceptability for Army use and enabling the Program Office
to begin official planning for production and fielding of the
cartridge.

+ In December 2015, DOT&E submitted the classified M829A4
combined OT&E/LFT&E report and assessed the following:

The M829A4 cartridge is lethal and operationally effective.

The cartridge’s lethality and operational effectiveness are
dependent on engagement conditions that are discussed in
the classified combined OT&E/LFT&E report.

The M829A4 cartridge is suitable. It met its reliability
requirement as a point estimate.

- In comparison to previously fielded kinetic energy
cartridges, the M829A4 cartridge is not expected to
increase the vulnerability associated with the stowed
ammunition in the Abrams M1A2 SEPv3 MBT, if engaged
by an overmatching threat.

- The Army’s Full-Rate Production decision was in

December 2015.

System

« The M829A4 120 mm cartridge 1s a line-of-sight kinetic
energy cartridge designed for the Abrams M1A2 SEPv3 MBT.
It is the materiel solution for the Abrams’ lethality capability
gap against threat vehicles equipped with third-generation
explosive reactive armor.

« The M829A4 cartridge is an Armor-Piercing, Fin-Stabilized,
Discarding Sabot, with Tracer cartridge consisting of a
depleted uranium long-rod penetrator with a three-petal
composite sabot.

Ammunition Data Link
(ADL) interface rings
on base of the
M829A4.

= The flight projectile includes a low-drag fin with a tracer,
windshield, and tip assembly.

« The propulsion system of the M829A4 cartridge is a
combustible cartridge case similar to that of the currently
fielded suite of Abrams’ 120 mm tank cartridges.

+ The M829A4 has comparable characteristics to its
predecessor, the M829A3, in length, weight, and center of
gravity. The visible difference between the two cartridges is
the Ammunition Data Link (ADL) interface rings on the base
of the M829A4. The rings serve as the interface between
the Abrams’ fire control system and the M829A4. The ADL
enables the Abrams’ fire control system to send information to
the M829A4.

Mission

Commanders will employ units equipped with Abrams MBTs
that use the M829A4 120 mm cartridge to defeat current and
projected threat tanks that are equipped with third generation
explosive reactive armor and active protection systems. The
Army intends the M829A4 to provide lethality beyond

its predecessor, the M829A3, enhancing the Joint Forces
Commander’s capability to conduct decisive operations during
Unified Land Operations.

Major Contractor
Alliant Techsystems Inc. (ATK) — Plymouth, Minnesota
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Activity

The Army proposed changes in design configuration and
production processes to address in-bore structural failures
observed in FY 14 testing and improve the cartridge’s
reliability. After multiple test-fix-test iterations and failure
analyses, the Program Office implemented four production
process changes.

In February 2015, the Army conducted Verification #2 testing
at Yuma Proving Ground, Arizona, to validate that the newly
configured cartridge met reliability requirements.

The outcome of the second phase of verification testing in
February 2015 enabled the Army to resume production of the
cartridge and First Article Acceptance Testing,

In May 2015, the Army completed the seven remaining live
fire test events, representing various engagement scenarios
against multiple threat target surrogates.

DOTE&E assessed data resulting from ammunition
vulnerability testing conducted in FY14.

The Army type-classified the M829E4 cartridge in

October 2015 as the M829A4 establishing the cartridge’s
acceptability for Army use. This enabled the Program Office
to begin official planning for production and fielding of the
cartridge.

DOT&E submitted the classified M829A4 combined
OT&E/LFT&E report in December 201 5.

The Army’s Full-Rate Production decision was in

December 2015,

134 MB829A4

Assessment
¢ DOT&E assessed the following in the December 2015

OT&E/LFT&E report:

- The M829A4 cartridge is lethal and operationaily effective.
The cartridge’s lethality and operational effectiveness are
dependent on engagement conditions that are discussed in
the classified combined OT& E/LFT&E report.

- The M829A4 cartridge is suitable. It met its reliability
requirement as a point estimate.

- If engaged by an overmatching threat, the M829A4
cartridge is not expected to increase the vulnerability
associated with the stowed ammunition in the Abrams
MI1A2 SEPv3 MBT in comparison to previously fielded
kinetic energy cartridges.

Recommendations
* Status of Previous Recommendations. The Army addressed all

previous recommendations.

* FY15 Recommendation.

1. The Army should address the recommendations detailed in
the classified December 2015 Combined OT&E/LFT&E
report.



Mid-Tier Networking Vehicle Radio (MNVR)

Executive Summary
» From April through May 2015, the Army conducted a Mid-Tier

Networking Vehicle Radio (MNVR) Limited User Test (LUT)
as part of the Network Integration Evaluation (NIE) 15.2 at
Fort Bliss, Texas, in accordance with a DOT&E-approved test
plan.

DOT&E’s evaluation based on the 2015 MNVR LUT is:
MNVR enhanced the unit’s mid-tier network
when operating within a full network, i.e. satellite
communications were available.

- In areduced satellite network environment, the
demonstrated MNVR Wideband Networking Waveform
{(WNW) network message completion rate was less than
76 percent, which does not meet the Army’s MNVR
requirement of 90 percent at-the-halt and 85 percent
on-the-move.

- The MNVR WNW network experienced faults that
prevented 4 of 12 battalion MNVRs from sending or
receiving any data for extended time periods (up to
36 hours).

The unit deployed security for MNVR retransmission
vehicles (necessary to provide network area coverage).
This security requirement reduced the unit’s combat power
by up to 10 percent.

- Contractors using the Joint Enterprise Network Manager
(JENM) were able to plan, configure, and load MNVRs
prior to the MNVR LUT. Soldiers must perform this task
in combat and during the MNVR 10T&E).

- Using JENM, Soldiers could not menitor or manage
MNVR networks.

- The MNVR exceeded its reliability requirements.

- MNVR was easy to use, but the integration of the radio
into tactical vehicles and tactical operation centers (TOCs)
requires improvement.

- MNVR has cybersecurity vulnerabilities that could degrade
the unit’s ability to accomplish its mission.

The Army is developing a Test and Evaluation Master Plan

{TEMP) to support a January 2016 Milestone C decision

to describe post-Milestone C developmental testing and an

{0T&E.

System

+ The Army’s AN/VRC-118 MNVR program evolved from the

terminated Joint Tactical Radio System, Ground Mobile Radio

to provide software-programmable digital radios to support

Army tactical communications requirements from company

through brigade.

» The Army intends the MNVR to:

- Operate at various transmission frequencies using the
Soldier Radio Waveform (SRW) and the WNW.

Bridge the upper tactical communications networks at
brigade and battalion with the lower tactical networks at
company employing a terrestrial radio network.
Provide an alternative terrestrial transmission path in the
absence or limited availability of satellite communications.
+ The MNVR operates up to 75 watts maximum power output
for WNW and up to 5 watts maximum power output for SRW.
» The JENM provides the means to plan, load, configure, and
monitor MNVR networks.
« The MNVR includes both vehicle-mounted and TOC kit
versions.
+ The MNVR is a non-developmental item selected through
multi-vendor competition,

Mission
+ Army commanders intend to use the MNVR to:
- Provide networked communications for host vehicles and
TOCs during all aspects of military operations
- Communicate and create terrestrial radio netwarks to
exchange voice, video, and data using the SRW and the
WNW.
- Share data between different tactical communication
networks and mission command systems
» Signal staffs intend to use the JENM to plan, load, monitor,
control, and report on network operations of MNVR networks
running SRW and WNW.

Major Contractor
Harris Corporation, Tactical Communications — Rochester, New

York
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Activity
* In November 2014, the Army conducted the Government

Integration Test (GIT) at the Electronic Proving Ground

in Fort Huachuca, Arizona. The GIT was the first MNVR

developmental test and served to test the radio against its

requirements. The purpose of GIT was to provide confidence
that the MINVR was ready to proceed to the planned LUT.

During GIT, MNVR:

- Demonstrated WNW data and SRW voice and data
requirements.

Did not meet message completion rate requirements over
expected transmission distances of 6 — 10 kilometers,

-~ Did not meet reliability requirements. Due to a farge
number of software faults, MNVR demonstrated less than
half of its 477 Mean Time Between Essential Function
Failure reliability requirement.

Did not interoperate with JENM to receive radio
configaration files.

- Did not employ WNW Anti Jam or SRW Electronic
Warfare modes during test.

In January and February 2015, the Army conducted the

Govemnment Regression Test (GRT) at the Electronic

Proving Ground in Fort Huachuca, Arizona., The GRT tested

capabilities that were not met or were not tested during the

GIT, including the JENM, which was not available during the

GIT. During GRT, MNVR:

- Demonstrated the transfer of data files between mission
commangd systems.

- Routed SRW voice communications over multiple
networks.

Established a gateway to the Warfighter Information
Network — Tactical (WIN-T) Net Centric Waveform
satellite network.

- Interoperated with JENM to load MNVR radio
configuration files.

Did not employ WNW Anti Jam or SRW Electronic
Warfare modes during test.

In April through May 2015, the Army conducted a MNVR

LUT as part of the NIE 15.2 at Fort Bliss, Texas, in

accordance with a DOT&E-approved test plan. During the

LUT, the Army employed elements of the 2nd Brigade, 1st

Armored Division consisting of a combined arms battalion, a

field artillery battalion, and a brigade headquarters conducting

missions under operationally realistic conditions. Testing
assessed the operational employment of the MNVR providing

a terrestrial communication pathway for the Joint Battle

Command — Platform (JBC-P) and the WIN-T mission

command systems, and the system’s ability to establish a

mid-tier network to link the lower tactical internet with the

upper tactical internet.

The Army is developing a TEMP to support a January 2016

Milestone C decision to describe post-Milestone C

developmentai testing and an IOT&E.

- MNVR enhanced the unit’s mid-tier network
when operating within a full network, i.e. satellite
communications were available.

- In a reduced satellite network environment, the
demonstrated MNVR WNW network message completion
rate was less than 76 percent, which does not meet the
Amy’s MNVR requirement of 90 percent at-the-halt and
85 percent on-the-move,

- The MNVR WNXNW network experienced fanits that
prevented 4 of 12 battalion MNVRs from sending or
receiving any data for extended time periods (up to
36 hours). These MNVRs were within line-of-sight of
other MNVRs and should have had communications.
Existing test data do not identify whether the problem was
due to the radio, WNW, or network configuration.

The unit deployed security for MNVR retransmission
vehicles (necessary to provide network area coverage).
This security requirement reduced the unit’s combat power
by up to 10 percent.

- The unit’s employment of the mid-tier network carried
little data traffic and did not stress the bandwidth capacity
of WNW.

Contractors using the JENM were able to plan, configure,
and load MNVRs prior to the MNVR LUT. Soldiers must
perform this task in combat and during the MNVR [OT&E.
Using JENM, Soldiers could not monitor or manage
MNVR networks, and were not able to characterize the
health of individual MNVR nodes or individual WNW
links.

The MNVR exceeded its reliability requirements within
the low network demands of NIE 15.2,

- The MNVR was easy to use, but the integration of the
MNVR into tactical vehicles and TOCs did not support
Soldier ease of access during mission operations.

- MNVR has cybersecurity vulnerabilities that could degrade
the unit’s ability to accomplish its mission.

The Army still needs to conduct a complete [OT&E to test

all features of MNVR and JENM within an operationally

representative unit.

Recommendations

+ Status of Previous Recommendations. This is the first annual
report for this program.

= FY15 Recommendations. The Army should:

1. Continue development of the MNVR to correct the
deficiencies found during the MNVR LUT.

2. Develop a Milestone C TEMP that addresses the
developmental and operational testing that will support a
Full-Rate Production decision.

3. Plan and conduct an MNVR IOT&E using an Infantry
Brigade Combat Team equipped with JBC-P, WIN-T
Increment 2, and MNVR in accordance with an approved
MNVR basis of issue plan.

Assessment
*» DOT&E’s evaluation based on the 2015 MNVR LUT is:
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Mine Resistant Ambush Protected (MRAP) MaxxPro
Long Wheel Base (LWB) Ambulance

Executive Summary

In May 2015, the Army Test and Evaluation Command

(ATEC) conducted the Long Wheel Base (LWB) Ambulance

Limited User Test (LUT) at Yuma Proving Ground, Arizona,

in accordance with the DOT&E-approved test plan.

The LWB Ambulance is operationally effective and

operationally suitable. An Army unit equipped with the LWB

Ambulance can provide safe, emergency medical care and

protected transport for casualties in close proximity to enemy

forces.

The LWB Ambulance has improved capability to carry

casualties over the Dash Ambulance:

- Accommodates litter patients taller than 5 feet 11 inches

- Holds more mission essential medical equipment

- Provides sufficient space for medics to maneuver within
the vehicle to treat casualties

The LWB Ambulance is reliable. During the LWB ambulance

LUT, the vehicle demonstrated 1,025 Mean Miles Between

Operational Mission Failure (MMBOMF) versus its

operational requirement of 600 MMBOMF.

The LWB ambulance meets its required levels of force

protection, and, in the case of underbody blast, exceeds

the objective-level requirements at some locations. This

assessment is based on testing conducted with the LWB

ambulance, and leverages test data from the legacy MaxxPro

Mine Resistant Ambush Protected (MRAF) and the MaxxPro

Dash with MaxxPro survivability upgrade.

System

The LWB Ambulance variant:

- Is an all-terrain MRAP ambulance for evaluating and
treating casualties from forward areas
Has a rail, trolley, and hoist system for litter
loading/unloading and gun mounts with gunner
protection kits on which to mount any one of a variety of
weapons, such as the M240B medium machine gun, the
M2 .50 caliber heavy machine gun, and the Mk 19 grenade
launcher

MaxxPro Long Wheel
Base {(LWB) Ambulance

Incorporates current Service command and control systems

and counter-IED systems

Incorporates the MaxxPro Survivability Upgrade kit that is

installed on MaxxPro Dash variants

+ The ambulance is operated by a crew of three medical Service
members and accommodates two patients on litters, four
ambulatory patients, or a combination of one litter patient and
two ambulatory patients.

Mission

Army commanders will employ units equipped with the LWB
Ambulance to provide safe, emergency medical treatment and
protected transport for casualties in close proximity to enemy

forces.

Major Contractor
Navistar Defense — Warrenville, 1linois

Activity

As part of the Army MRAP enduring fleet requirement, the
program is producing 301 ambulances to be placed in Army
Pre-positioned Stocks and training base in June 2015. The
Army procured the LWB Ambulance to resolve deficiencies
with the small interior of the Dash Ambulance to effectively
care and safely accommodate litter patients taller than 5 feet
11 inches.

+ ATEC completed developmental testing at Aberdeen Proving
Ground, Maryland, and Yuma Proving Ground, Arizona, in
April 2015,

» In May 2015, ATEC conducted the LWB Ambulance LUT
at Yuma Proving Ground, Arizona, in accordance with the
DOT&E-approved test plan.

MRAP LWB
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Assessment

138

The LWB Ambulance is operationally effective and
operationally suitable. An Army unit equipped with the
LWB Ambulance can provide safe, emergency medical care
and protected transport for casualties in close proximity to
enemy forces. During the LWB Ambulance LUT, the unit
successfully accomplished four out of five medical evacuation
missions,
The LWB Ambulance has improved capability to carry
casualties over the Dash Ambulance:
- Accommodates litter patients taller than 5 feet 11 inches
Holds more mission essential medical equipment
Provides sufficient space for medics to maneuver and treat
casualties within the vehicle
The LWB Ambulance demonstrated off-road mobility and
maneuver capability similar to the Dash Ambulance.
Although medics can load and unload litter patients with the
LWB Ambulance using the rail, trolley, and hoist system,
loading patients is hampered due to misalignment of the rails
when the system is deployed.
The LWB Ambulance is reliable. During the LWB Ambulance
LUT, the vehicle demonstrated 1,025 MMBOMF versus its
operational requirement of 600 MMBOMF. The vehicle can
be maintained by Soldiers and is recoverable.
The LWB Ambulance cannot safely accommodare litter
patients taller than 6 feet 5 inches due to the location of
medical and vehicle equipment in the patient compartment.
The equipment is in close proximity to the patient’s head on
the litter that may cause additional injury to the litter patient.
The height of the gunner stand/medic seat is not suitable for
shorter Soldiers to effectively provide protective fires. During

MRAP LWB

the LUT, shorter Soldiers positioned the gunner stand/medic
seat in an unsafe manner to raise its height to observe their
surroundings and engage threats.

* The LWB Ambulance lacks stabilizing handhold and inertial
locking seat belts to allow medics to safely maneuver within
the patient compartment and treat patients during transit.
Medics required tactical halts to treat patients during the LUT.

* LFT&E conducted in FY 14 indicates the vehicle provides
underbody protection beyond its required levels. The LWB
Ambulance was tested against underbody mines and IEDs
to determine potential vulnerabilities introduced by the
integration of LWB Ambulance mission equipment. Test data
from legacy MaxxPro MRAPs establishing compliance with
additional force protection requirements are applicable to
the LWB Ambulance. Of the MRAP vehicles the DOD has
retained, the MaxxPro MRAP variants set the standard for
underbody blast protection.

Recommendations

* Status of Previous Recommendations. There were no previous
recommendations for this variant,

* FY15 Recommendations. The program should:

1. Relocate the installed medical and vehicle equipment
with the objective of providing additional head space to
accommodate litter patients taller than 6 feet 5 inches.

2. Improve the litter rail hoist system to eliminate
misalignment of the rail and improve patient loading time.

3. Redesign gunner stand/medic seat to allow height
adjustment to accommeodate shorter medics.



MQ-1C Gray Eagle Unmanned Aircraft System (UAS)

Executive Summary
+ The Army conducted the MQ-1C Gray Eagle Unmanned

Aircraft System (UAS) FOT&E at Edwards AFB, California,
and the National Training Center (NTC), Fort Irwin,
California, May 14 through June 12, 2015, in accordance

with the DOT&E-approved test plan and Test and Evaluation

Master Plan,

DOT&E submitted an FOT&E report in January 2016. In that

report, DOT&E concludes:

- The Gray Eagle-equipped unit was effective at conducting
split-based operations while operating the system from
two separate launch and recovery sites and can provide
effective reconnaissance, surveillance, and security support
to combat units.

- Interoperability with the One System Remote Video
Terminal {OSRVT) has improved since the 2012 IOT&E.

- The Gray Eagle system is operationally suitable.

- Army integration of Gray Eagle into employment concepts,
and development of tactics, techniques, and procedures
(TTP) have not matured since IOT&E, and training for the
FOT&E unit before the test was not complete.

System
The Gray Eagle UAS is composed of the following major
components:

Twelve unmanned aircraft, each with a common sensor
payload with an electro-optical/infrared (EO/IR) and a Laser
Range Finder/Laser Designator capability, a STARLite
Extended Range Synthetic Aperture Radar/Ground Moving
Target Indicator (SAR/GMTI) radar, and an Air Data Relay
(ADR) control capability

Each aircraft is equipped with a Standard Equipment Package
that includes a communications relay package, Identification
Friend-or-Foe equipment, and Air Traffic Control radios
Each aircraft has the ability to carry up to four HELLFIRE II
P+ or R variant missiles

Six Ground Control Stations designated as the Universal
Ground Control Station (UGCS)

= One Mobile Ground Control Station

*» Seven Tactical Common Datalinks Ground Data Terminals
« Three Satellite Communications Ground Data Terminals

+ Twelve Satellite Communications Air Data Terminals

* Six Tactical Automatic Landing Systems

Mission

Commanders employ Gray Eagle companies to conduct
reconnaissance, surveillance, security, attack, and command and
control missions that support assigned division combat aviation
brigade, division artillery, battlefield surveillance brigade,
Brigade Combat Teams, and other Army and joint force units
based upon the division commander’s mission priorities.

Major Contractor
General Atomics Aeronautical Systems, Inc., Aircraft Systems

Group — Poway, California

Activity

The Army conducted the Gray Eagle FOT&E at Edwards
AFB, California, and NTC, Fort Irwin, California,

May 14 through June 12, 2015, in accordance with the
DOT&E-approved test plan and Test and Evaluation Master
Plan,

The FOT&E unit conducted missions in support of the
Brigade Combat Team conducting a training rotation at the
NTC. This combination of testing with training created a

realistic, challenging, and stressful test environment for the
Gray Eagle Company. The company flew 1,147 flight hours
during test.

+ The Army collected data from the FOT&E to assess significant
changes within the company’s organizational structure and
system components. These changes include:

Organizational structure from one flight platoon to
three identical flight platoons
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- The capability of the company to ¢onduct continuous and
simultaneous split-based operations from two separate
launch and recovery sites

- The replacement of the One System Ground Control
Equipment with the Universal Ground Control Equipment
The replacement of the three portable subsystems with one
Mobile Ground Control Station
Upgrades to the payloads and the HELLFIRE missile, and
significant software functionality enhancements made to
the system since I[OT&E

* During the FOT&E, Gray Eagle crews completed

three autonomous HELLFIRE missile engagements of targets
on the NTC range and examined the capability of the Gray
Eagle UAS to interface with OSRVT Increment II.

* DOT&E submitted a combined Gray Eagle FOT&E and

OSRVT IOT&E report in January 2016.

Assessment
* During FOT&E, the Gray Eagle-equipped unit demonstrated

it was effective at conducting split-based operations from
two separate launch and recovery sites and can provide
effective reconnaissance, surveillance, and security support
to combat units. Split-based operations testing exposed
single points of failure in equipment and personnel within the
Gray Eagle organizational structure.

* The Gray Eagle unit contributed to the situational awareness

of supported units at NTC. In surveys of subject matter
experts with the supported units, 32 of 36 respondents agreed
that Gray Eagle provided all the information required. Gray
Eagle crews located and reported enemy vehicles in 42 of

48 mission segments when at least one threat vehicle was in
the designated search area.

The Army has not effectively integrated the Gray Eagle
capabilities into combined arms combat operations. Gray
Eagle TTP have not matured since the 2012 IOT&E. Although
not fully trained before the test, Gray Eagle Soldiers became
more proficient during the test, but many remained weak on
the fundamentals of reconnaissance, mission planning, and
employment of Gray Eagie sensors. Neither the Soldiers in
the Gray Eagle unit nor those requesting Gray Eagle support
understood the capabilities, limitations, and employment of the
SAR/GMTI radar.

Compared to the OSRVT Increment I performance during the
2012 Gray Eagle IOT&E, OSRVT Increment 11 facilitated an
increased level of situational awareness of the supported unit
by providing more effective full motion video. Additional
information en the OSRVT demonstrated performance may be
found in the OSRVT Increment II Annual Report.

Gray Eagle is operationally suitable, The Gray Eagle system
demonstrated an operational avaiiability of 87.4 pe